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Abstract

Web measurement studies can shed light on not yet fully under-
stood phenomena and thus are essential for analyzing how the
modern Web works. This often requires building new and adjust-
ing existing crawling setups, which has led to a wide variety of
analysis tools for different (but related) aspects. If these efforts are
not sufficiently documented, the reproducibility and replicability of
the measurements may suffer—two properties that are crucial to
sustainable research. In this paper, we survey 117 recent research
papers to derive best practices for Web-based measurement studies
and specify criteria that need to be met in practice. When applying
these criteria to the surveyed papers, we find that the experimental
setup and other aspects essential to reproducing and replicating
results are often missing. We underline the criticality of this finding
by performing a large-scale Web measurement study on 4.5 million
pages with 24 different measurement setups to demonstrate the in-
fluence of the individual criteria. Our experiments show that slight
differences in the experimental setup directly affect the overall
results and must be documented accurately and carefully.
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1 Introduction

As the Web has grown to an essential part of our day-to-day life,
the complexity of the employed web applications has increased
drastically. This development has been accompanied by undesirable
practices, such as user tracking [19, 32, 56], fingerprinting [21, 47],
or even outright malicious activities, such as XSS attacks [61]. Web
measurement studies are an essential tool to understand, identify,
and quantify such threats, and they allow us to explore isolated
phenomenons at a large scale. As the modern Web is highly dynamic
and ever-changing, this is an inherently difficult task. To conduct
studies across thousands of websites, researchers can partly rely
on crawling frameworks such as Open WPM [21], but more often,
they have to extend existing work or build new crawlers on their
own to adapt to new developments on the Web.

This trend, however, raises the question of whether different
measurement studies using different frameworks for gathering data
are comparable and to which extent experiments can be reproduced
or replicated. In particular, in the field of Web-based measurements,
ensuring replicability requires a tremendous effort to describe, doc-
ument, and openly communicate the details of the experimental
setup and implementations. However, if the community cannot ver-
ify and reenact drawn conclusions, the entire scientific process is at
risk of becoming unreliable—something that has unfortunately been
observed in different research disciplines in the past [17, 31, 44, 53].

In this work, we systematize such effects, provide best practices
and criteria that help design studies, and additionally perform a
large-scale Web measurement study that highlights the impact of
these subtle differences. In particular, we survey 117 research pa-
pers published at top-tier security and privacy venues in the past
six years. Based on this survey, we factor out common fundamental
principles for Web measurements and establish common guidelines
for conducting such experiments. We define criteria that help de-
signing experimental setups that are reproducible and replicable.
By applying these criteria to the analyzed papers, we find that the
documentation of the experimental setups is often neglected and
does not fulfill the community’s expectations of a Web measure-
ment study (see Section 4). In a large-scale study for which we visit
4.5 million pages on over 8,800 sites with 24 browser profiles, we
show that slight changes in the experimental setup alters the results
to an extent where cross-comparability of studies is not feasible
(see Section 4). For example, we find that the identified trackers on
pages can vary by 25% based on the used browser configuration.

In summary, we make the following contributions:
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o Guidelines for Web measurements. We highlight the chal-
lenges of designing Web measurements and provide guide-
lines that help setting up experiments that effectively address
them.

o Prevalence study. We perform a survey of 117 security and
privacy papers from 2016-2021 that perform Web measure-
ments and show that our described challenges affect most
of them.

e Impact analysis. To increase the comparability of future
and previous Web measurements, we perform experiments
utilizing 24 measurement setups and compare the measured
differences that emerge from the utilized frameworks.

2 Designing Web Measurement Studies

The rapidly changing, variable content and the general trend to-
wards providing more content online makes the Web a challenging
subject for measurement studies. As an example, suppose one visits
the same website at the same time with different browser instances.
The loaded content (e.g., ads or other dynamic content) likely differs
and, thus, the overall results of measurement studies might devi-
ate (e.g., when identifying embedded trackers or analyzing shown
ads). This simple example illustrates that repeated experiments may
show (slightly) different results and conducting such experiments
in an uncontrolled environment is bristled with obstacles, endan-
gering replicability. However, the cornerstone of academic work is
the possibility to scrutinize conclusions and results. We thus pick
up the definitions of the Association for Computing Machinery [9]
for a) repeatability (“Same team, same experimental setup”), b) re-
producibility (“Different team, same experimental setup”), and c)
replicability (“Different team, different experimental setup”).

We put a particular emphasis on reproducibility (see Section 3)
and replicability (see Section 4) of published studies, and leave
repeatability aside, as by definition it can only be achieved by
the team that conducted the experiment in the first place. Thus,
reproducibility and replicability are essential to our analysis, as
these enable us to verify and compare results of existing work.

2.1 Literature Survey

Transparency is an essential factor in producing reproducible and
replicable experiments. To understand the current state-of-the-art
of Web measurements in the security and privacy community, we
perform an extensive literature survey based on publications at
the top-tier conferences in this community: IEEE S&P, ACM CCS,
USENIX Security, NDSS, PETS, and the “Security, Privacy, and Trust”
tracks at ACM TheWebConf as well as ACM IMC. We performed
the survey across the past six years (2016-2021).

2.1.1  Paper-Selection Criteria Of course, not all papers on the sur-
veyed venues conduct a Web measurement or rely on data collected
by such a study. Therefore, we first determine the papers of interest
based on the following characteristics: (1) The paper in question
analyzes a phenomenon present on websites (e.g., embedded third
parties or used libraries) or focuses on the communication with a
website (e.g., HTTP headers), and (2) the paper in question analyzes
more than one website. The definition allows us to focus on works
that, on the one hand, study similar research objects (i.e., websites
and their communication) and, on the other hand, need to scale their
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Figure 1: Number of surveyed papers that perform a security
or privacy Web measurement, per year and venue.

experiments comparably. In a first step, we analyze 4,407 papers
from the above-mentioned venues and determine whether or not
to include them in our survey, by skimming the title, abstract, and
method. From the entire corpus, we consider 117 (2.7%) papers to be
analyzed in depth. Fig. 1 details the number of surveyed papers per
year and venue. Of those papers, 71 (61.5%) focus only on security
challenges, 35 (29.9%) on privacy issues, and 11 (8.5%) on both. This
general overview of our survey shows that Web measurement stud-
ies are an important tool in the security and privacy community to
analyze different phenomena and push the field forward. It hence
is essential to investigate how our community performs studies,
derive best practices, and analyze to which extent existing studies
allow to reproduce the results of the experiments.

2.2 Challenges and Best Practices

In the following, we present design patterns and best practices that
help to plan Web measurement studies so that future studies can
be designed to be reproducible. We create these guidelines based
on the surveyed literature and our own experience in this research
area. For all surveyed papers, we analyze the documented setup
of each experiment, abstract general design choices, and develop
best practices that are intended to provide an overview of aspects
which need to be considered when designing Web measurements
in practice. It is essential to highlight that our guidelines are not
intended to point fingers or criticize previous work, but to highlight
pitfalls and challenges that can impact a study’s outcome.

2.2.1  Method to Design the Best Practices To derive the best prac-
tices, we analyze different experiment design choices of the papers
and compare the outcomes of the works. This allows us to identify
generalizable and common aspects that are shared across different
works. For example, if one work visits sub-pages and another work
only visits landing pages but both find different levels of tracking
activities, we create a best practices that researchers should take
this behavior into account. Moreover, we use these best practices
to derive criteria that measurement studies should follow to allow
for reproducibility of conducted experiments.

2.2.2  Building the Dataset Naturally, each Web measurement study
has to identify websites and pages to be analyzed during the experi-
ment. For this step, one can distinguish between three methodically
different approaches, which all come with up- and downsides.

P1 Artificially selecting websites and pages. As the Web is
ever-growing and consists of a myriad of sites with even more
pages, measuring all of them in a single experiment is not feasi-
ble in a reasonable way. A commonly accepted way of focusing
an experiment is to use a so-called “top-list” that ranks popular
sites (e.g., Alexa [5], Tranco [38], or others [7, 40]). These lists,
however, only include the landing page (or the eTLD+1) which
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are used for the experiment. While, at first glance, this might
seem reasonable, recent works have shown that sub-sites (e.g.,
https://www.example.com/news) show a significantly different be-
havior than the respective landing pages [7, 55], and that the rank
of a website also might impact the results [62]. Consequently, we
advocate to name the sources (e.g., top-list) of sites that have been
analyzed, detail how they have been picked, and list all analyzed
pages (e.g., in an appendix). Similar to the highlighted challenges
to enable repeatability, it is necessary to point out which criteria
are used to choose or eliminate entries from a given set of sites.
P2 Using user clickstream data. Another approach is to use
clickstreams observed from real users or analyze their traffic directly.
While such an approach is more realistic, they are harder to collect.
However, studies that explicitly need to understand the effects of a
phenomenon for individual users need to take this step [11, 22, 46].
If “only’ the presence of a phenomenon is of interest (e.g., if secure
CSPs are used), artificially selected sites can suit the purpose.

P3 Use existing sources. Using a previously collected public
datasets (e.g., HTTPArchive [27]), is the only option that allows
the reproduction of results, offers high repeatability, and enables to
compare properties. However, one is bound to analyze phenomena
for which data is already present in the desired granularity [18],
which is often not the case.

From this set of best practices, we derive four criteria (C1-C4)
that a measurement study should meet (see group “Dataset” in
Table 1).While criteria C1-C3 (“documentation of the analyzed sites”)
are directly related to the named practices, criterion C4 is intended
to highlight that some phenomena need to be analyzed over time
to understand their scale.In the surveyed papers, C4 was often not
noted and we analyze its effects in Section 4 in detail.

2.2.3 Experiment Design One way or another, Web measurement
studies rely on a crawler.Selecting, building, and customizing such
a crawler is an essential step in preparing each study, such that
one needs to prudently design and implement it to ensure that the
experiment is stable, repeatable, and comparable.

Building the Crawler We now discuss design decisions when
performing a study using artificial browsing data (i.e., not using
user-generated or public data). We review the essential steps that
should be taken into account when designing such a study:

P4 Choosing a technology. Previous work relies on different
measurement setups ranging from simple tools like cURL [15] to
sophisticated measurement frameworks that can spawn several
browsers at once like OpenWPM [21, 43]. As prior work has shown,
the decision of which tool to use impacts the results [4].

P5 Customization of the crawler. Naturally, each study uses a
(slightly) different measurement setup. When customizing a crawler,
it is inevitable to elaborate on the steps taken and discuss possible
artifacts and limitations of the approach. While necessary, each
customization step might impact the results (e.g., different user
agents) and, therefore, needs to be documented [39]. We discuss
these effects in more detail in Section 4.

P6 Avoiding crawler detection. Crawlers and other bots make
up approx. 37% of traffic on the Web [29] and it has been shown
that this significantly affects crawling studies [30, 41, 60]. Conse-
quently, some service providers define behavior guidelines to limit
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crawling traffic, or try to detect and block them altogether [33].
These defense mechanisms might substantially impact the results
of measurement studies if sites present different content or none
at all. Hence, the authors’ choice to avoid and if so how and to
which extent an evasion technique was implemented needs to be
discussed transparently. However, it is commonly accepted (and of-
ten necessary) to circumvent bot detection mechanisms [21, 55, 56].
P7 Mimicking User Interaction. Modern websites are no longer
static HTML pages, but interactive applications that load different
sets of content depending on the users’ actions. Resources are often
only loaded once visible to the user (known as “lazy loading”) to
improve the website’s loading speed and for search engine optimiza-
tion purposes [25]. This means that crawlers that do not interact
with a page (e.g., scrolling) will miss crucial resources [34, 55, 56, 63].
Therefore, interaction mechanisms need to be documented, and
limitations of lacking user interaction should be discussed.

Based on these four aspects of a crawling setup, we derive cri-
teria C5, C6, C7, C8, and C10. We split the customization step (P5)
into two criteria (C6 & C7) to account for differences whether a
crawler was modified (e.g., a function was altered) or extended (e.g.,
a browser extension was used). Furthermore, we add a criterion that
urges authors to make the crawler publicly available (C9). Since the
effects of C5 and C11 are not yet adequately discussed by previous
work, we analyze them in Section 4.

Experiment Environment After selecting the sites to visit and
building the crawler, the experimental environment must be crafted.
In the following, we describe essential environmental aspects that
may impact the crawler and, therefore, the experiment’s outcome.

P8 Geolocation of crawls. A critical factor for each experiment
is the location from which the measurement study is conducted.
Depending on the location (e.g., based on the IP address of the
crawling machine), websites might deliver different content [28].
This may, for instance, be founded in cloaking, legislation (e.g., the
GDPR or CCPA [16, 55, 56, 62]), or even censorship [12, 45]. Such
impacts have to be accounted for (e.g., via using a VPN setup) and
actions to address them need to be disclosed in detail.

P9 Defining the page visit strategy. For the page visit strategy,
we distinguish between stateless and stateful crawls. A stateless
crawler (i.e., browser) is reset completely between each page visit,
such that each visit creates a new HTTP session that updates the
browser’s internal resources. On the contrary, some (e.g., only the
cookie jar) or all of this information is kept in stateful crawls, as
a “real” browser would. Consequently, authors need to document
what part of a browser profile is maintained statefully, what part
is reset, and when [21, 63]. This distinction has a severe impact on
the outcome of the experiment: In stateful experiments, the order
of visited pages potentially impacts the results, and it accounts for
HTTP session-specific phenomena, such as opt-in to cookie track-
ing. Stateless crawls, in turn, allow to study session-independent
attributes. Note that this practice does not account for browser
profiles that were populated before the measurement took place
(e.g., by pre-filling the cookie jar), we account for this in P11.

P10 Setting up Browser Configuration. A browser’ configura-
tion plays an important role for Web-based measurements. Depend-
ing on the browser (e.g., version) the crawled entities might act
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differently. To allow comparability and reproducibility of exper-
iments, it is essential to share basic configuration details, which
may impact the study’s outcomes [37, 59, 63]. Such design choices
range from installed extensions, used block-lists, login strategies,
used browser version, content of the cookie jar, etcetera.

P11 Describe shortcomings and limitations. Naturally, a Web
measurement can never be complete regarding, for instance, cover-
age or realism. The experimental design accounts for these “natural”
boundaries, but each design choice will likely impose certain re-
strictions and limitations. To allow the research community to
acknowledge and assess the outcomes of an experiment fully, it is
inevitable to discuss the limitations of its design [49, 51].

From these practices, each can be mapped to a single criterion
(C11, C12, C13, and C17). We add an additional criterion (C15)
asking to make results publicly available, as this particularly helps
to replicate or reproduce an experiment. Moreover, we set up two
criteria that help assessing the findings of a paper: First, asking for
an ethical discussion (C18) and second, urging to provide a general
overview of the measured results (C16).

2.3 Design and Evaluation Criteria

Based on the best practices described in the previous section, we
derived the named 18 criteria to allow reproducibility of a study.
In a first step, two experts, both with an extensive professional
and academic background in security and privacy on the Web, as-
sessed an identical, randomly selected subset of the surveyed papers
(n = 25) to test the applicability of the criteria. This exploratory
evaluation has shown a very high interrater reliability (Cohen’s
kappa: k = 0.94), which indicates that the designed criteria can be
unambiguously applied. In a few cases, the experts have disagreed,
which however turned out to be founded in an initially ambiguous
formulation of one criteria, which was adjusted accordingly. In
a second step, the criteria have then been applied to all 117 pa-
pers in our corpus. Table 1 lists all 18 criteria and provides a brief
description of each.

3 Evaluating Reproducibility

In this section, we analyze the surveyed papers along with the
criteria we have introduced to get an understanding of the repro-
ducibility of previous works. The decision if a criterion is (fully)
satisfied is not always binary. For example, a paper might state that
the crawler was instrumented but omit how.

Evaluation Categories We use the following four categories to
distinguish if and how a criterion is satisfied: N/A: The criterion
does not apply to the analyzed paper as it does not impact the used
methodology. For example, Le Pochat et al. [38] crawl four top-lists
and combine the results in a sophisticated manner. In this case, the
criteria “Mimic user interaction” (C10) or “Geolocation” (C12) do not
apply.

Omit: A paper does not state the taken actions to satisfy a criterion,
but it would be essential to reproduce the work or that it potentially
affects the outcome of the work.

Undocumented: If a paper states that the authors took actions to
satisfy a criterion but do not specify how. For instance, the authors
state that “measures were taken to avoid bot detection” but do not
explain how this has been implemented.
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Satisfies: This is the desirable case in which a paper satisfies a
criterion and details which measures have been taken to do so.

These categories allow us to differentiate to which extent a cri-
terion is satisfied and enable us to perform a fine-grained analysis
of the reproducibility. Note that these categories are not meant to
indicate whether the taken actions in a paper are sound or complete
to satisfy a criterion. Rather, they aim to understand if and to which
extent an experimental setup can be rebuilt

3.1 Survey Results

We analyze all 117 papers from our survey (see Section 2.1). Across
all categories and papers, merely in 33 (1.6%) cases a criterion does
not apply to an analyzed paper at all (category N/A). Criterion C16
(“General result/success overview”) is satisfied by most papers (115
(98.3%). Relating to all criteria and papers, more than two-fifths
of all criteria are satisfied (882 (41.9%)), in 1,055 (50%) of all cases
the paper omits any information on the criteria, and in 136 (6.5%)
cases a criterion applies to a paper but the paper does not include
a description of it (category Undocumented).In Appendix B, we
conduct analyses of each criterion individually.

3.1.1 Dataset We only found twelve papers (10.5%) that fulfill all
four criteria related to the dataset. However, 64.1% of the papers
state the dataset they used. Four (3.4%) of the papers do not state
which sites they analyzed. Furthermore, the vast majority (72.6%)
does not offer a complete list of all the analyzed pages. Regarding
the reproducibility of the experiments, these results are critical
because most experiments are not reproducible regarding the sites
and pages that have been analyzed. The papers that used a Tranco
list [38] all offer a list of visited sites, which shows that works
that aim to provide best practices have a positive impact on our
community. Another result is that 63.3% of the analyzed papers do
not perform measurements in multiple measurement runs. Con-
ducting a measurement only once might offer little insight into
generalizability, as the experiments of Agarwal et al. indicate [2, 3].

3.1.2  Experimental Design Three of the five criteria (C7, C8, and C9)
in this category are omitted by at least half of the analyzed papers.
While most papers state the crawler, many fail to address whether
configurations have been changed or extensions have been used.
This result is concerning because documenting adjustments to the
crawling technology is an essential part of understanding and re-
building an experimental setup. Most of the papers crawl data from
websites but do not state how they evade bot detection or make the
crawler publicly available, which raises transparency and ethical
issues. Our analysis indicates that approximately a third (30.7%)
of the papers submitted to the top measurement, security and pri-
vacy conferences are not stating which technology they used to
crawl. This result again is having a severe impact on the repro-
ducibility of the experiments, as these design choices potentially
have significant impact on the results [4, 34]. Criteria C10, C12, and
C13 are omitted by 69.5% of the analyzed papers on average. For
C10 and C13, the omission might be due to the fact that recently
it was systematically shown that these factors play an important
role [55]. C12 is omitted by more than two out of three papers
(71.8%) that do not state where the scan is geographically located.
In our analysis in Section 4, we show that this can significantly
impact the overall reliability of the results and the reproducibility
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Table 1: Criteria to design Web measurement studies.

ID Criterion Description
C1  State analyzed sites States used dataset, toplist, or user clickstreams, including version.
-
§ C2  State analyzed pages Offers a . csv or comparable with all analyzed pages (i.e., distinct URLs).
g C3  State site or page selection Discusses the selection process of analyzed sites.
C4  Perform multiple measurements Discuss which pages are analyzed in consecutive measurement runs, if appropriate.
5 C5  Name crawling tech. Describes the used crawling technology (e.g., Open WPM).
§ C6  State adjustments to crawling tech. States which technology features were used and/or (slightly) adjusted.
g E C7  Describe extensions to crawling tech.  Describes which new features were developed to conduct, if any were made.
g g" C8  State bot detection evasion approach ~ Discusses which means were taken that the crawler was not detected, if necessary.
= i: C9  Used crawler is publicly available Provides the crawler in a public location.
g 3
g M C10 Mimic user interaction Describes how the user interaction was implemented, if applicable.
B
-
5 .
E h% C11 Describe crawling strategy Describes which crawling strategy was used (e.g., stateless vs. stateful).
g C12 Document a crawl’s location States from which location(s) the study was conducted.
§ C13  State browser adjustments Discusses properties of the browser (e.g., user agent, version, used extensions).
5 C14 Describe data processing pipeline Describes the data processing steps in detail.
= C15 Make results are openly available Authors provide the (raw) measurement results.
5
= C16 Provide a result/success overview Describes the outcome of the measurement process on a higher level.
5
T‘; C17  Limitations Discusses the limitations of the experiment.
= C18  Ethical discussion Discusses ethical implications of the experiment (e.g., exploiting vulnerabilities).

of the experiments. However, 76.1% of the analyzed papers describe
their data processing pipeline, such that it becomes clear how the
crawled data is processed for analysis. However, approximately
17.1% of the papers, where the pipeline is described, fail to offer
details on the crawling technology, making the reproducibility of
the analysis impossible. Combining criteria from the experimental
design (C8 + C10 + C11 + C12), we can deduct an analysis about
the realism of the papers. Except for C11 (omitted by 41% of the
works) more than half of these criteria are omitted by the papers.

3.1.3  Evaluation We have not observed a single paper where the
evaluation is not applicable. However, we find that more than half
(64.1%) of the analyzed papers omit an ethical discussion. This is
questionable in the discovery and detection of vulnerabilities. Re-
search that measures these on a large scale should always include
an ethics section. Roughly, 21.3% of the analyzed papers miss a
limitations and ethics section, which can be considered as a dis-
putable research practice. In terms of open science, only 24% of the
analyzed papers make their results openly available.

3.1.4  Venue Comparison To understand venue-based differences,
we cross-compare papers from the analyzed venues and nine essen-
tial criteria. For this analysis, we only consider criteria that must be
met to allow the repetition of an experiment. These criteria are: C1-
C3, C5-C7, C11, and C12. We do not see a tendency that any venue
publishes works that describe the methodology approach better
or worse than other venues. The only exception is ACM IMC. The
criteria were omitted 9 (18.7%) times. The other conferences have
an average omit rate of 56.8% with a standard deviation of 46.7%.
More than half of the papers, except for IMC and PETS, neglect the
geolocation of the crawls. USENIX Security is the only conference
where six criteria are omitted by more than half of the papers. This
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conference is the only conference that utilizes an artifact evalua-
tion. Unfortunately, only one of the analyzed papers received such
a batch and, therefore, we cannot generalize the usefulness yet.
Especially the crawling criteria (C5-C7) and location of the mea-
surement origin suffer from violations at all top-tier conferences.
While the absolute numbers and ratios of criteria violations are
generally comparable, we conclude that any Web measurement
research published can equally benefit from the criteria we defined
in the paper. The PETS symposium is the only conference in our
corpus where not a single paper conducted an ethical review of
their work. This is an at least unsettling finding, because privacy
and ethics are intertwined and must be taken into account when
conducting privacy measurements [26].

Self-Reflection This work focuses on reproducibility and repli-
cability of Web measurement studies and highlights the need for
proper documentation and provision of needed supplementary ma-
terial. However, in line with similar works [8, 52, 57], we chose not
to publish the raw results of the categorization process. It is not
our intention to blame individual works for flaws—for which our
own papers are no exception—but to raise awareness for a general
potential problem in our community.

4 Case Studies

In this section, we proceed to demonstrate the impact of insuf-
ficiently documented experimental setups of large-scale studies
along four exemplarily case studies focusing on C4, C5, C10, and
C12. The first three are chosen because the literature currently does
not provide enough evidence on