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ABSTRACT
End-to-end encryption (E2EE) has become available to end users,

but they need to understand the nature and limitations of the protec-

tion it offers to benefit in terms of protection. Attempts to explain

cryptography in general, and E2EE in particular, to non-specialists

have had limited success – in part because they tried to convey de-

tailed expert knowledge. Metaphors are a way to communicate the

benefits and limitations more compactly, and support the construc-

tion of functional mental models. Previous research that attempted

to do this for E2EE reported mixed results, but offered no detailed

insight into how participants constructed their understanding and

which aspects of particular metaphors helped or hindered their

functional understanding. We repeated the previous experiment in

form of a qualitative interview study with 12 participants (all users

of messaging apps) and used detailed questions to better understand

why the participants rated the security properties of E2EE correctly

or incorrectly, and how the metaphors had been interpreted and

applied. Therefore, we are able to describe to what extent, and how,

the metaphors for E2EE changed participants’ understanding of the

security properties. We found that participants inferred the secu-

rity properties of E2EE partly from the metaphors, but also from

existing beliefs, for instance about the trustworthiness of providers.

While the metaphors improved the assessment about confidential-

ity, they did not correct misconceptions about authenticity. Based

on our findings we recommend the development and testing of

interventions aimed at the process of changing mental models and

correcting persistent misconceptions.
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1 INTRODUCTION
With the rapid growth of digital communication, the need to protect

personal communication from third-party access is also becoming

more important for citizens. Cryptographic solutions, in particular

end-to-end encryption (E2EE), have been available to the public in

recent years, but adoption has lagged behind in cases where non-

experts have to make a deliberate choice to use them – for instance,

to use an E2E encrypted messaging service. Previous research has

identified gaps in understanding and issues with usability as causes

[22]. Even when a tool such as WhatsApp is used (the provider

added E2EE when WhatsApp already had a significant user base),

many users are not aware of the protection it offers – and switch to

telephone services, SMS, or email when sending sensitive informa-

tion. [1, 2]. On the other hand, if users adopt a service with E2EE

without being aware of the limits of the protection it offers, it can

create a false sense of security [5].

In an effort to promote secure behaviour and help users make

more informed decisions, there have been many endeavours to

explain how encryption works to non-experts. But these often try

to convey expert knowledge in form of detailed structural men-

tal models [13], i.e., detailed representations of how the system

works, and use terminology users are not familiar with [29]. To

enable non-expert users to make secure choices, functional men-

tal models of encryption would seem a more promising starting

point – they are less extensive and complex because they are rooted

in the tasks users are already familiar with, and contain only the

elements and properties of a system the user needs to perform

those tasks [13] (Young coined term task/action mapping models

[31]). Previous studies that have examined users’ mental models of

(E2E) encryption [1, 18, 30] have focused, implicitly or explicitly,

on a more detailed understanding, i.e. structural models. One of the

few attempts to ‘shortcut’ this deeper understanding is the study

by Demjaha et al. [11] who investigated metaphors as a means to

129

https://orcid.org/0000-0002-4339-501X
https://orcid.org/0000-0003-1823-5505
https://orcid.org/0000-0002-3187-5534
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3481357.3481521
https://doi.org/10.1145/3481357.3481521


EuroUSEC ’21, October 11–12, 2021, Karlsruhe, Germany Leonie Schaewitz, David Lakotta, M. Angela Sasse, and Nikol Rummel

tap existing mental models and transform them into functional

understanding of E2EE by offering metaphor-based descriptions of

E2EE, and testing understanding of 4 security properties before and

afterwards in an online survey study. The results were inconclusive:

although the metaphors led some participants to identify security

properties correctly, they caused others to incorrectly assume se-

curity properties that E2EE does not provide. The conclusion was

that none of the metaphors tested evoked a ‘correct’ mental model

in participants [11]. Since the study was an online survey in which

users chose pre-determined answers, it was not possible to probe

the mental models the participants had developed in response to

the metaphors. Our study addresses exactly that: we examine what

functional understanding of E2EE participants had, and how this

understanding is connected to the assessments they made. Basically,

we try to peek into the ‘black box’ of users’ reasoning processes,

their understanding of the key security properties of E2EE, and

where the limits of protection are. We conducted qualitative in-

terviews with 12 participants who used instant messengers, the

prevalent use case of E2EE, to answer the following two research

questions:

(1) What are the underlying reasons for correct or incorrect

assessments by users of the security properties of E2EE and

the security properties E2EE does not provide?

(2) How are users’ assessments influenced based on their inter-

pretations of metaphors for E2EE?

Our results show that users build their functional mental models

of E2EE partly on their understanding of technical aspects and the

security properties of digital communications, and partly on their

beliefs about the motives and capabilities of service providers and

hackers as well as on their personal experiences with cybersecurity

incidents. We found that the metaphors improved participants’

understanding of confidentiality as a security property of E2EE;

however, the security property of authenticity was still not well

understood. We propose to implement interventions that attempt to

address and change existing mental models and correct persistent

misconceptions rather than attempting to teach new models.

2 RELATEDWORK
2.1 Mental models of encryption
Since the seminal 1999 paper “Why Johnny can’t encrypt” [29] by

Whitten and Tygar, it has been known that the concept of public-key

cryptography is difficult for people without IT security expertise to

understand. Whitten herself [28] argued that a full understanding

of public-key encryption was necessary to use tools such as PGP

correctly, and the intervening years have shown that people are not

willing or able to acquire that full understanding. Several studies

have examined users’ mental models of secure communications

and encryption, in general [2, 30] or in the context of different

applications, such as HTTPS [18], email [5, 22], and messenger

services [1, 10, 15]. This research has shown that mental models

of encryption are typically sparse, correspond to a model of sym-

metric encryption, and can essentially be reduced to a functional

abstraction of access control [30]. Moreover, studies have identified

a number of misconceptions and knowledge gaps about encryption

and secure communication, including:

• a belief that encryption is futile, because it does not protect

against skilled attackers, such as hackers or governmental

actors [1, 2, 18, 30]

• a belief that application providers can still read E2E en-

crypted messages [10, 15]

• a belief that standard audio calls and SMS are more secure

than E2E encrypted messages [1, 2, 9, 10]

• a missing concept of end point authentication in a crypto-

graphical sense [1, 10, 18, 23] and a belief that authenticity

is controlled by passwords. [2]

In addition, research has shown that users are unaware of the

difference between opportunistic and authenticated E2EE [16, 23],

and apply their everyday understanding to the process of verifying a

person’s identity (e.g., identifying a person by name, phone number,

voice, or a personal question) [1, 10, 23]. These findings suggest

that an improvement of users’ mental models of encryption could

increase their adoption and correct use of secure communication

services. However, only few studies have actually attempted this

or have proposed approaches to improve users’ mental models of

E2EE.

2.2 Approaches to improve user understanding
and mental models of encryption

Bai et al. [5] developed a tutorial to provide ‘high-level’ information

about E2EE, and tested its effectiveness in a lab-based study. While

the study showed that the tutorial improved users’ understanding

of E2EE, some misconceptions remained, and some new ones ap-

peared. Several participants remained unconvinced that encryption

cannot be broken, or that E2E encrypted messages are more secure

than voice conversations. Moreover, terms like integrity and au-

thenticity were difficult to grasp, and some participants developed

a false sense of security, assuming that E2EE could also protect

against malware and access to end point devices [5]. Akgul et al. [3]

found that educational messages designed to improve functional

mental models of E2EE could improve understanding of key se-

curity concepts (e.g., in terms of who could/could not intercept

their messages) compared to a control message in an experimental

questionnaire study, but not in a more realistic usage setting when

embedded in a messaging app that participants actually used.

Another approach to conveying a functional understanding of

E2EE builds on the use of metaphors. Metaphors can support users

build a mental model for a new knowledge domain by pointing out

similarities to an already known knowledge domain that can be

used as a starting point for model building [7, 25].

Tong et al. [26] investigated the effectiveness of visual metaphors

for public key cryptography based on a quantitative, quiz-based

study design, providing preliminary results that show some im-

provement in users’ understanding. Focussing on functionalmetaphors

for E2EE, Demjaha et al. [11] generated metaphors based on users’

descriptions of E2EE, and investigated whether they influence users’

understanding of security properties that E2EE provides (confiden-

tiality, authenticity) and those it does not provide (protection of

meta data and messages on end devices). By means of a pre-post

measure of comprehension questions, the authors tested and com-

pared the influence of three metaphors as well as existing descrip-

tions used by WhatsApp and Telegram on users’ understanding
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of E2EE. They found that particularly the descriptions provided

by WhatsApp and Telegram slightly improved the understanding

of the security properties of E2EE in some participants, but at

the same time increased the number of incorrect assessments of

security properties E2EE does not provide (e.g., participants also

assumed that messages were kept encrypted on their phones). The

authors found no statistically significant differences between the

metaphors/descriptions of E2EE.

Although the interventions by Demjaha et al. [11] are plausible

ways to try to improve users’ understanding of encryption, the

study did not provide sufficient detail on why they were partly

successful, and partly not. How did users arrive at their assessments

of a functional understanding of E2EE? How were the metaphors

understood and processed by the participants in order to contribute

to their understanding of the security properties of E2EE? Why has

their understanding improved in some cases and not improved (or

even worsened) in others?

The study we conducted aims to close this gap by re-using the

metaphors with a set of participants, and conducting qualitative

interviews asking in-depth questions about how users understand

the metaphors as well as the security properties that E2EE provides

and not provides, to examine how users’ construct their functional

understanding. Thereby this study goes beyond the quantitative

approach by Demjaha et al. [11] by revealing deeper insights into

users’ reasoning.

3 METHODOLOGY
We conducted 12 semi-structured interviews with German instant

messenger users (6 males, 6 females), to examine how they think

about different security properties of E2EE and security properties

E2EE does not provide in the context of instant messenger use and

to investigate how they construct their functional understanding of

E2EE. By randomly showing each interview participant one of three

functional metaphors for E2EE and discussing them in relation to

the different security properties, we explored whether they changed

their functional understanding based on their interpretation of the

metaphors and why or why not. All interviews were conducted in

German and via the DFNconf web conferencing service [12] by the

same interviewer and lasted between 20 to 35 minutes. Participants

were compensated with a 10 € Amazon gift card for their participa-

tion. The interviewer conducted a pilot interview with a student

assistant as interviewee to practice the interview guide, identify

comprehension difficulties, and test the technical setup of the web

conferencing service.

3.1 Interview procedure
The interview was divided into four parts and followed the struc-

ture of the questionnaire developed by Demjaha et al. [11]. The

first part started with some general questions about participants’

instant messenger use, including: “Which messengers do you use?”,

“Which messenger do you use most frequently?”, and “How fre-

quently do you use them?”. Moreover, we asked about their general

perceptions and beliefs about the security of communications, by

asking “Why is sending messages with one of the following in-

stant messengers secure or insecure: WhatsApp, iMessage, Signal,

Telegram, Facebook Messenger (all offering E2E encryption)?

In the second part, we presented participants four statements,

each expressing a functionality or non-functionality of E2EE. The

statements were shown individually on a PowerPoint slide, and

for each statement, participants were asked whether they believed

the statement to be true or false about communicating with one of

the instant messenger services, why they believed the statement to

be true or false, and how confident they were in their answer. We

explicitly did not mention the term end-to-end encryption.
We used the following four statements from [11]:

STMT1: “Only you and the recipient can read your

messages” (functionality; true)

STMT2: “Other people can send amessage pretend-

ing to be you” (functionality, false)

STMT3: “Only you and the recipient can know the

messages were sent” (non-functionality, false)

STMT4: “If somebody hacks your phone, they will

be able to read your messages” (non-functionality,

true)

In the third part of the interview, we presented the participants

with one of the following three metaphorical descriptions of E2EE

[11]:

Special Language (SL): “Messages and calls with

this person will be translated to a special language

for which only the two of you know the dictionary.”

TreasureHunt (TH): “Messages and calls exchanged

with this person are like a treasure hidden in a place

to which only the two of you know the map.”

Colours (C): “Messages and calls you exchange

with this person are like colours. Before sending

them, you mix them with another colour, known

only by you two. Nobody else can retrieve them

unless they know the secret colour.”

Each participant was randomly assigned one metaphor, which

was presented as a textual description on a PowerPoint slide. We

asked participants to explain in their own words how they imagine

communicating with the messenger service based on this descrip-

tion. Afterwards, participants were once more asked to evaluate the

four (non-)functionality statements – this time with the metaphor

in mind (and visible on screen). For each statement, we asked them

whether they wanted to change or stick to their previous answer

and why. In the final part, we informed them about the concept of

E2EE by presenting the ‘technical’ explanation defined in RFC 2828

[24] and provided the correct answers to the statements (as defined

by Demjaha et al. [11]).

‘Technical’ description of E2EE: “Continuous pro-
tection of data that flows between two points in a net-

work, effected by encrypting data when it leaves its

source, keeping it encrypted while it passes through

any intermediate computers (such as routers), and de-

crypting it only when it arrives at the intended final

destination” [24, p. 121].

Wherever a participant had given an incorrect answer during

the second round of evaluation, we asked them what explanation

might help to convey the protection provided/not provided by E2EE.

Moreover, we asked participants to compare the metaphor with
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the technical explanation of E2EE and asked for suggestions for

improvements of metaphorical explanations of E2EE. Finally, we

asked for some basic demographic information (age, occupation,

IT knowledge), gave participants a chance to ask questions, and

thanked them for their participation. The interview guide is listed

in the Appendix A.1.

3.2 Sample and recruitment
We recruited the participants for our interviews between April

and June 2020 by posting the announcement in different German

Facebook groups, e.g., local networking groups, groups for stu-

dents/student life, groups for searching study participants, groups

related to our university. Participants were required to be 18 years

or older and users of instant messengers.

We were able to recruit an equal number of male and female

participants (6 each), with heterogeneous professional activities:

Four participants were students or PhD students, the others worked

in marketing, healthcare, tourism, social work, as computer scien-

tist, electronics engineer, or software consultant. The age of our

participants ranged from 24 to 37. Nobody had a background in IT

security.

All participants usedmessenger services frequently. Themost fre-

quently used service by all participants was WhatsApp. Moreover,

the following services were used (by # of participants): Facebook

Messenger (10), Telegram (7), Instagram (5), Signal (2), Snapchat

(2), Jodel (1), KiK (1), Line (1), and Viber (1).

3.3 Qualitative analysis and coding procedure
All interviews were recorded and transcribed. The transcripts were

content analysed by two researchers, one with a background in

educational science, one with a background in psychology and

cognitive science, in a data-driven and iterative approach, using

the software MAXQDA.

First, for each of the four statements presented about the security

properties of E2EE and those E2EE does not provide, we coded once

before and once after showing the metaphor whether the interview

participant rated it as true or false. Then, an open coding procedure

[8] was used to identify patterns from participants’ responses de-

scribing the reasons why they believed the statements to be true or

false, both at baseline and after exposure to the metaphor. In addi-

tion, also the section that focused on perceptions and understanding

of the metaphors was subjected to an open coding procedure to

identify common themes in respondents’ answers. Both coders first

independently coded all questions and then developed a coding

scheme based on several rounds of discussion. The scheme was

developed partly based on the research questions and interview

sections (structure of the main categories) and partly inductively

based on the material (generation of sub-codes), and finally applied

to all interviews.

4 RESULTS
In the following sections, we first provide a general overview of

participants’ ratings of the four statements (Section 4.1). We then

present the reasons for participants’ initial assumptions about the

security properties of E2EE and security properties that E2EE does

not provide (Section 4.2 to Section 4.5). Finally, we present results

on the perceptions of the metaphors and to what extent these, in

combination with people’s prior preconceptions, influence their as-

sumptions about the security properties of E2EE and the properties

E2EE does not provide (Section 4.6).

The frequencies are given to illustrate the prevalence of the

themes, no quantitative analysis was carried out.

4.1 Rating of statements
Participants’ initial responses indicated uncertainty and misconcep-

tions about E2EE, both with regard to confidentiality (Statement 1:

“Only you and the recipient can read your messages”) and authenti-

cation (Statement 2: “Other people can send a message pretending

to be you”). 75% of respondents misjudged at least one of the two

statements (see left part of Table 1). In addition, we found fewer

misconceptions about the security properties that E2EE does not

provide, that is, metadata protection (Statement 3: “Only you and

the recipient can know the messages were sent”) and endpoint

security (Statement 4: “If somebody hacks your phone, they will

be able to read your messages”). In fact, all participants correctly

identified that when the end-point device is accessed, the content

of the messages is no longer protected (Statement 4).

After the presentation of the metaphors (see right part of Table 1),

we saw an improvement for the first statement (confidentiality).

Understanding of authenticity (Statement 2), however, yielded fewer

correct responses – except for two participants who saw the Colours
metaphor. The Treasure Hunt and the Colours metaphor each lead

to an incorrect assessment of Statement 3 in one case, indicating

an overestimation of the protection that E2EE provides.

In the following sections, we try to uncover the reasons for these

assessments by analysing the explanations participants gave for

their assessments. Participants often mentioned reasons for why

a statement might be true, but also for why it might not be true.

The following sections are organized by the order of the statements.

Table 2 gives an overview of the codes for participants’ reasons for

judging the statements as true or false.

4.2 Beliefs about STMT1: “Only you and the
recipient can read your messages”
(functionality; true)

During the initial discussion of the statements (before themetaphor),

we identified three key reasons why people believe Statement 1 to

be true: Trust in the providers of messenger services to secure

communications properly (n = 4), trust in the supervision of
providers (i.e., that experts or laws control that the communica-

tion is secure; n = 2), or a belief that Statement 1 is ‘generally’ true

because it would not be easy (or require great effort) to access the
messages, which would not be worthwhile for most messages (n =

2). An example of a trust-based explanation is provided by P3SL:

“because I hope that there are enough experts in this field who would
have possibly already checked this and that it would have already
become public if this was not the case.”

On the other hand, participants gave several arguments why

Statement 1 would have to be false: Half of the participants assumed

that the app provider can read the messages – a misconception

that has been consistently shown in previous studies [1, 2, 10, 15].

The arguments given by participants were:
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Table 1: Overview of participants’ ratings of the statements.

Initial Evaluation Evaluation after Metaphor
P# STMT 1 STMT 2 STMT 3 STMT 4 Metaphor STMT 1 STMT 2 STMT 3 STMT 4

P1SL false true false true Special Language true true false true

P2SL true true false true Special Language true true false true

P3SL true false false true Special Language true true false true

P4SL true true true true Special Language true true false true

P1TH true true false true Treasure Hunt true true false true

P2TH true false true true Treasure Hunt true true true true

P3TH false false false true Treasure Hunt true false* false true

P4TH false false false true Treasure Hunt false false false true

P1C false true false true Colours true false true true

P2C true true false true Colours true false false true

P3C false true false true Colours false true false true

P4C true false false true Colours true true false true

Note. ■ ■ = correct, ■ ■ = incorrect answer; ■ ■ very sure; ■ ■ somewhat sure/with constraints; *but argues only for true; STMT1: “Only you and the

recipient can read your messages”; STMT2: “Other people can send a message pretending to be you”; STMT3: “Only you and the recipient can know the

messages were sent”; STMT4: “If somebody hacks your phone, they will be able to read your messages”

(1) The messages are cached on the provider’s servers, and ac-

cessible to anyone with access to the server

(2) The provider has an interest in reading the message content

for advertising purposes

(3) The provider must have access because authorities might

demand to read messages

One participant shared the suspicion that the provider could

be reading along simply because he had heard about it (hearsay),

while another referred to media coverage as well as his own experi-

ences (with personalized advertising). In addition, one participant

assumed that other persons with an interest (i.e., hackers) could
access or hack the data, arguing that “you just hear a lot in the
media that messenger services have been hacked (...) You never know
if it’s messages (that they hack) or really just (...) contact information,
numbers, etc. I think if people can intercept the numbers, they can
also intercept the messages” (P3C).

Interestingly, three participants share the concern that people

other than themselves and the recipient, could access their mes-

sages – even though they rated the statement correctly as true. One

also mentioned the possibility that messages would be cached on

provider servers; the other two were generally sceptical, either
describing having no way to actually track whether the service

provider encrypts the message, or expressing a general feeling that

government surveillance is taking place and thus their messages

are being read.

4.3 Beliefs about STMT2: “Other people can
send a message pretending to be you”
(functionality; false)

When evaluating Statement 2, half of the participants distinguished

between services based on registration by phone number (e.g.,

WhatsApp) and those based on a user profile (e.g., Facebook Mes-

senger). One reason that Statement 2 was rated as false was that

participants assumed that with messengers that link their ac-
count to their phone number, it would not be easy for another

person to send messages on their behalf.

One participant had never heard of the possibility of this type

of abuse in their circle of friends. Several participants assumed that

no other person could send messages on their behalf, because they

believed that no one but themselves could log into their account
while they were logged in. They would also notice if someone

else accessed their account, as P4C states: “My mobile number can
only be used on my single device and (. . . ) I get a message if someone
wants to log in with my number.”

On the other hand, participants mentioned several reasons for

rating Statement 2 as true. Four persons argued that for profile-

based services, it would be easy to sendmessages in a person’s name

by creating a fake profile simulating the identity. P2C stated: “It’s
quite easy to set up an online profile, especially on Facebook, where
you simply steal a photo from another person, enter their name, and
then write to people.”

However, three participants believed it also possible to fake a
phone number, and argued that there might be some technical

way to trick the servers to pretend that you are actually writing

from another device. P2SL argued: “it could also be that someone is
using a program that makes the other cell phone think it has my phone
number.” Moreover, several participants stated that another person

could write messages on their behalf if they have access to their
login information or device. And several participants mentioned

their own experiences or the experiences of friends whose accounts

had been hacked, ormedia coverage of IT security breaches as part

of their reasoning. P1C stated: “Because this has actually happened
to me before (. . . ) someone hacked my Facebook account (. . . ) and
wrote to people via my account. So, I’m 100% sure that it’s possible.”
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4.4 Beliefs about STMT3: “Only you and the
recipient can know the messages were sent”
(non-functionality; false)

Initially, only two participants believed Statement 3 was true, with

low confidence. One participant discussed the differences between

one-to-one and group chats, and eventually argued that in the case

of private messages, only the sender and recipient could see that

the messages were sent, not any other users. The other participant

was not confident about this statement, made a gut decision – and

came to the opposite conclusion afterwards.

We identified several reasons why participants did not believe

the statement to be true: The most frequently mentioned one was

that the app provider must know this information (n = 6), as

this is “simply logical” (P1C) and necessary from a technical point

of view. As P1TH puts it: “they must be able to check their software
or their service, and for this they must know whether a message has
been successfully transmitted.”

Participants who had already assumed for Statement 1 that the

provider can read messages repeated their conviction here (e.g.,

P1SL states: “So I think, as already said, that others who have access
to these servers or the messenger, can also see that, because they also
have access” ), while other participants distinguished between the

possibility of reading message content, and seeing that messages

had been sent (e.g., P3SL stated: “the messages are encrypted, but I
think it is still visible in the back-end whether there were encrypted
messages or not” ).

Two participants believed that other people on the network,
such as the service provider could learn that messages had been

sent, one mentioned hacker, and two mentioned the possibility

that in group chats, of course, the other users would hear about

the messages.

Interestingly, two participants based their assessment on the fact

that messages are displayed with time stamps or read receipts.
Since this information must come from somewhere or be stored

somewhere, they believe that someone else knows that they have

sent messages. Moreover, one participant argued that the statement

was false because one cannot always know whether messages were

sent, since messages sometimes may not arrive at their intended

destination.

4.5 Beliefs about STMT4: “If somebody hacks
your phone, they will be able to read your
messages” (non-functionality; true)

All participants assessed Statement 4 correctly – nobody believed

that their messages were protected if their phone was hacked. Many

described that access tomessages on the phone is not addition-
ally secured, and that if someone gains access to their device, the

messages, like everything else on their phones, would be visible.

For example, P4C stated “So, if someone does it right, he would have
access to everything. For example, if he can see my screen, then he
can see my messages. Everything, the whole thing,“ and P2SL stated

“then the phone is open and when you click on the messenger there is
no further authentication.”

In addition, participants speculated about different accessmech-
anisms hackers could use to access their phones and messages.

Five participants described that someone could find out their PIN

or password. Two participants thought that access to the messages

is definitely possible with physical access to the hardware. One

participant described the possibility that a virus could be loaded

onto the smartphone, and another that the smartphone could be

tricked into transferring messages to another device.

Four participants said that Statement 4 is true because it describes

“the epitome of hacking” (P3TH). It is possible that the wording of the
statement, which included the term hacking has triggered some

participants in a way that they immediately believe the statement

to be true (e.g., “because hackers can do anything,” P4SL).

4.6 Perception and influence of metaphors
In the following sections we describe how functional metaphors

for E2EE were perceived, how they influenced participants’ assess-

ments of the security properties of E2EE and properties that E2EE

does not provide, and what suggestions they made for improving

metaphors for E2EE.

4.6.1 Impression of metaphors.

Special Language understood as E2EE, Treasure Hunt as access
control. We asked participants how they understood the metaphor.

All of those who saw the Special Language metaphor said that the

text describes a form of encryption that ensures that messages are

readable only on the end devices, at the sender and receiver (i.e.,

describing E2EE). For Example, P2SL explained: “So it is a somewhat
complicated description for encryption. Namely, the data that triggers
such a message is encrypted, i.e. converted into another form of data,
and with the right key, described here as the matching dictionary at
the receiver, this data is converted back into the original language so
that the receiver can read it. So, this is an attempt to secure the whole
thing. If a third party now tries to intercept this data stream, it would
not be readable because they don’t have the right data key.”

Interestingly, only one participant who saw the Treasure Hunt
metaphor mentioned the term encryption. In this group, everyone

associated the metaphor with a description for access control, like

P3TH who stated: “According to the description, it would actually be
that a message (. . . ) is really well secured. That means that no one
else has the ability to access that message in any way, because (. . . )
we would be the only ones who - here it’s described as a map -, who
would have the access to find and read those messages.”

In the Colours group, perceptions were mixed: two participants

described access control, one described E2EE, and one described

it as “a kind of encryption (. . . that) ensures that messages or calls
cannot be read or intercepted by other people,” (P3C). This description
was less precise than descriptions of others characterizing E2EE

because it did not explicitly state that messages were readable only

at endpoints.

4.6.2 Influences of metaphors on functional understanding of E2EE.

Confidentiality conveyed but not authenticity. With regard to

the first statement (“Only you and the recipient can read your

messages”), nearly all participants found that the metaphor clearly

described this functionality (n = 10). The three people who changed

their evaluation of the statement from “false” to “true” also did so,

because the metaphor suggested it. For example, P1SL, who initially
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Table 2: Codes for participants’ reasons for judging the statements as true or false

Reasons to believe that... n Reasons to not believe that... n
“Only you and the recipient can read your mes-
sages” (true)

“Only you and the recipient can read your mes-
sages” (true)

Trust in the provider 4 Provider can access 6

Trust in the supervision of provider 2 Doubts/no proof 2

Requires effort 2 Hackers can access 1

Receiver can read (no threats mentioned) 1

“Other people can send amessage pretending to be
you” (false)

“Other people can send amessage pretending to be
you” (false)

With password/login or device 4 Phone number linked to account 4

Profiles easy to clone 4 Only one login possible at a time 3

Experiences 4 No experiences 1

Technical possible to fake phone number 3

Media reports 1

“Only you and the recipient can know the mes-
sages were sent” (false)

“Only you and the recipient can know the mes-
sages were sent” (false)

Other users cannot see 1 App provider 6

Feeling (but unsure) 1 Network 2

Display of message status 2

Other group chat members 2

Hackers 1

Not always known whether messages were sent 1

“If somebody hacks your phone, they will be able
to read your messages” (true)

“If somebody hacks your phone, they will be able
to read your messages” (true)

Messages not protected on the phone 9 - -

Access mechanisms 7

Hackers 4

rated Statement 1 as false, stated: “Well, with the description (...) I
would say that the phone of the intermediary can’t decode it. So, if
you can’t decrypt that, then I would say that’s ‘true’. Then he can
read that, but he can’t understand it.”

However, the two participants who still rated the statement as

false as well as several of the persons who actually rated the state-

ment as true mentioned trust issues, i.e., they believed it question-

able whether the messenger services provided this kind of security,

a belief also described in [10]. P1C, who switched to true stated:

“It would be really hard for me to make a decision. Because there is
still no proof that really only me and my chat partner know the secret
colour and nobody dials in there somehow. But if I had to choose, I
would switch to true because the blocking of the colour is built in.”
P4TH, who still judged the statement to be false after the metaphor,

said: “I could also write ‘the sun is always green.’ Okay, it says so,
but I don’t have any reliable information that this is really the case.”
Likewise, P1C, who also stayed with ‘false’ said: “maybe it’s really
meant by the messenger services to be like what is stated in the purple
box (referring to the metaphor description), but I don’t believe it, if
I’m completely honest.” Hence, they understood the essence of the

functionality suggested by the metaphors (confidentiality), but did

not trust its implementation by the services.

Assessing the second statement was difficult for the participants

– even after the metaphors. However, for two people who saw the

Colours metaphor, the metaphor seemed to have conveyed authen-

ticity as they switched from an incorrect to a correct judgement

– as P2C stated: “So if I had to specify a key colour there, it would
obviously make it much less likely that it’s the wrong person.”

The remaining participants kept their incorrect assessment (some

repeated their previously stated reasons for assessing the statement

as true, such as that someone could obtain their password, create a

clone profile, or have the technical capability and hacking skills)

or switched from a correct to an incorrect assessment. The three

participants (P3SL, P2TH, P4C) who switched to an incorrect as-

sessment argued that the metaphor description did not exclude the

possibility that someone could figure out the secret (colour, special

code, or location where the treasure is hidden). P3SL argued: “So just
from the description, actually any other person, as long as they man-
age to get hold of the dictionary, could very well send messages and
also pretend to be the person.” P3SL further states that the metaphor

description lack information on this security property (referring

to Statement 2): “Because in this statement there is actually nothing
about how the identification works, but only that it needs a dictionary.”
P2TH thought based on the Treasure Hunt metaphor that another

person could get to the place where the messages are hidden by

observing the communication partners – as he explained: “So, with
the map, I know it well and the friend also knows about it, but the
thing is, it was not specified if there is another person around us here.
That’s why I had changed my statement.” And P4C reasoned that “If
by some great coincidence the person guesses the colour, then of course
they can pretend to be me. Therefore, I would change my answer here
and guess ‘true’.”
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Conceptual baggage. While most participants assessed the limi-

tations of E2EE correctly, and did not assume additional security

properties that E2EE does not provide (security of meta data or

end point devices, as addressed in Statement 3 and 4), we note two

exceptions where the metaphor did lead participants to assume

that E2EE protects meta data information (i.e., knowledge about

the transmission status of messages, Statement 3). P1C and P2TH

evaluated Statement 3 incorrectly after the metaphor was presented.

Features implied by the metaphor but not supported by the system

are called conceptual baggage [4], which increases the amount of

processing required to adapt a metaphor to a functional model.

With P1C, the metaphor seemed to have conveyed too much

security – as P1C stated: “Because I add this other colour before I send
the message, i.e. now based on the new description with the colours, I
would then also go with true”. P2TH interpreted into the metaphor

that the way to the treasure must also be encrypted, by arguing:

“In the description it says that only me and the other person know the
map, so on the server the messages should also be encrypted somehow,
so also the way (to the treasure) should be encrypted somehow, so I
assume that nobody gets the notification that the message was sent.”

4.6.3 Suggestions of participants.

No metaphor is a perfect match. Participants identified several

weaknesses of metaphors. The Special Language metaphor was crit-

icized for being too unspecific, as P4SL described: ”If it said ‘code’,
that would be clearer. Language can also be a programming language
or something else”. In addition, another participant mentioned that

use of a dictionary implies a manual procedure of decryption, which

does not fit, because decryption is done automatically by the chat

program. For the Treasure Hunt metaphor, one participant described

that the map was less important to know than the actual location of

the treasure. To improve the understanding of Statement 3, the par-

ticipant suggested changing the description so that only the exact

location is secret, but that the map or the route to the location can

be known. With regard to the Colour metaphor, two participants

also mentioned that the description does not adequately reflect

Statement 2, i.e. that no one can send a message pretending to be

you. P4C explicitly describes that the Colour metaphor is mislead-

ing, because it suggests that the colour palette is limited and that

therefore, someone could relatively easily guess the secret colour.

Provide more ‘technical’ and concrete information. Several partic-
ipants found the ‘technical’ description of E2EE suitable (n = 3), or

suggested to provide a mixture of metaphorical and technical de-

scription (n = 3). Two participants (one saw the Treasure Hunt, one
saw the Coloursmetaphor) said they needed more concrete informa-

tion about the implementation of secret communication, e.g., how

the secret colour is communicated, or how the two communication

partners get to the treasure. Moreover, two participants (Special
Language, Colours) stated that the metaphor could be improved

by including information about message transmission and the pro-

cess of routing. Two participants suggested to include graphical

examples, one mentioned to use easy wording.

Other metaphor suggestions. Participants came up with several

ideas for metaphors describing E2EE functionality: Three partic-

ipants referred to a “sealed letter” or “postal package” metaphor.

Two from the Treasure Hunt group described a portable storage

box, which resembles the key/lock metaphor described in [26]. One

mentioned the key metaphor, and one suggested a description of

“direct communication”, such as slipping someone a note (probably

to signal privacy of the communication and that no one else could

intercept).

5 DISCUSSION
Our results provide a number of insights about how users construct

functional understanding of E2EE in the context of messaging ser-

vices, and how metaphors can influence their assumptions.

Understanding users’ reasoning processes is the necessary first

step to help users to develop a functional mental model of E2EE

that conveys the security properties of E2EE, and the limits of the

protection it can offer. By better understanding how users connect

what they know about encryption and digital communication to

their beliefs and experiences, we can develop better measures to

help them make informed security decisions.

We derive several implications for the research on user percep-

tions of security and privacy. In addition, our findings contribute

to research on the design possibilities of pedagogical approaches

to teach and promote functional mental models. Finally, we also

discuss several methodological implications.

5.1 What’s in the black box?
Understanding vs. believing. Demjaha et al. [11] found that user-

generated functional metaphors for E2EE did not significantly im-

prove their participants’ understanding of the security properties

E2EE provides and those it does not provide. Our qualitative analy-

sis of the interviews provides a number of insights that explain why.

Several participants in our study understood the security properties

of E2EE correctly (at least confidentiality) – but did not trust them

to be implemented correctly. Not believing in the motivation or abil-

ity of service providers is a different issue than not understanding
the security properties of E2EE.

We think that it is important to distinguish between different

components that influence the formation of a mental model. It

is necessary, but not sufficient to have a functional understand-

ing of the security properties of E2EE to develop a correct func-

tional mental model. Beliefs about the behaviour of other actors or

technologies involved – e.g., about the motives and capabilities of

service providers – can be stronger and “override” the functional

understanding. We saw that these beliefs have a major impact on

users’ security decisions. People tend to hold on to beliefs or find

arguments that favour conclusions they want to believe in (a phe-

nomenon called motivated reasoning [19]), e.g., that they do not

need to bother with encryption because vendors (can) do what

they want anyway. Another example in IT security is that incorrect

threat models lead people not to take precautions they would be

capable of doing, but do not think warrant the effort. “I’m not a
target because I’m not rich or famous” first reported 20 years ago

[27], and still heard in conversations with users today.

Authenticity is difficult to grasp. Participants mainly had diffi-

culties evaluating the statement about the security property of

authenticity (STMT2: “Other people can send a message pretend-

ing to be you”). The thought processes of the participants when

evaluating the statement clearly show that no one attributed this
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security property to E2EE or associated it with E2EE. Many partici-

pants shared the view that authenticity is determined solely by the

protection of the end device, the credentials, and the password, and

not by any security vulnerabilities in the transmission, confirming

the results of previous studies [2, 5]. Bai et al. [5] concluded that

conveying the property of authenticity remains challenging, as

their participants did not regard it as important, or absorbed it into

their models of confidentiality. Hence, they recommended to not try

to explain authenticity independently from confidentiality. Our par-

ticipants suggested more information about authenticity should be

included in the metaphors, which mainly conveyed confidentiality.

The question, however, is how providing information about au-

thenticity can successfully contribute to improving a functional

mental model of E2EE. Literature from cognitive psychology and

the learning sciences suggests that it is not always effective to

provide more knowledge to fill knowledge gaps – sometimes, learn-

ing requires correcting existing misconceptions – which is called

conceptual change [6]. Psychologist Jean Piaget has distinguished

between two processes in cognitive development: assimilation and

accommodation [21]. Assimilation involves inserting information

into pre-existing knowledge structures, while accommodation in-

volves restructuring and changing knowledge structures to inte-

grate the information. If users believe that controlling access to

their device and keeping their credentials private is sufficient to

achieve authentication, this is a misconception. The challenge will

be to find ways to accommodate existing knowledge structures and

modify them as we integrate new information, if we want to convey

correct assumptions about how authentication is established.

Absence of threat models. When evaluating security properties

of the communication with messenger services, participants distin-

guished between messengers that are based on a phone-number

registration and those based on user profiles. In line with the find-

ings by Abu-Salma et al. [2], linking a phone number to an account

was perceived by some participants as a security guarantee; they

believed that it ensured that another person could not simply im-

personate them and communicate as them (i.e., via their account).

This focus on access control by messenger services shows that

participants do not have clear or readily available mental models

of threats, such as a machine-in-the-middle attack (see also [23]).

Research suggests that without awareness and understanding of

the security and privacy threats that E2EE can protect against, users

will not consider the tools available to them for E2E encrypted com-

munications [1, 2]. Therefore, it is not only a challenge to correct

previously misconceived knowledge, but also to assimilate missing

knowledge about cybersecurity threats sufficient for a functional

understanding of E2EE.

Factors that influence users’ security assessments. Our interviews
show that users base their assessments of the security properties of

E2EE in the context of messenger services on a variety of factors.

In addition to their knowledge and assumptions about technical

aspects of digital communication, they include their beliefs about

the motives and capabilities of communications providers, their

own experience or experiences of family, friends, and acquaintances

with cybersecurity threats, news reports, design features of apps

(e.g., read receipt), and their stereotypes about hackers. Hence,

when we think about ways to improve users’ functional mental

models, it is necessary to consider all of these potentially influencing

factors when designing interventions.

5.2 Recommendations
This study contributes to the larger body of research looking for

effective ways of communicating security knowledge to non-expert

users, and can make some recommendations in this regard.

Correcting misconceptions. Users’ heads are not empty vessels,

waiting to be filled with relevant security knowledge. When new

knowledge is learned, it is assimilated into existing knowledge

structures [21]. These existing structures can also include miscon-

ceptions. Hence, to integrate ‘correct’ security information, users

need to initiate accommodation processes, i.e., a change or even

replacement of old assumptions based on new information. We

propose that we need to debunk and correct those false beliefs

and misconceptions first. Approaches from research on debunking

misinformation could be helpful with this endeavour [20].

Metaphors are powerful, but not all-powerful. On the one hand,

we believe that functional metaphors have the great advantage of

starting with users’ existing working models, and tasks they are

familiar with. Unlike expert knowledge often presented in training

materials, they are not overwhelming, but quick and easy to access.

This is an advantage, as understanding benefits and limitations

of encryption is not users’ primary goal, and, building on users’

functional mental models – in contrast to teaching a structural

model [13, 31] – seems the promising way forward. Moreover,

regarding the risk that metaphors might suggest more security

than actually offered as a result of their ‘conceptual baggage’ [4],

our study tends to indicate this is a rather low risk, as only two

participants rated a security property that E2EE does not provide as

true based on the metaphor. However, this would need to be tested

in a larger study.

On the other hand, our results confirm what previous research

has suggested: finding an appropriate metaphor to evoke a func-

tional mental model of E2EE is not straightforward [11]. At the

very least, it seems difficult to find a helpful metaphor when it

is sought with the goal of integrating new knowledge. It seems

plausible that metaphors, like any other form of intervention or

training, can only work if they take the approach of correcting

misconceptions and accompany the process of changing mental

models, as it is much more difficult to remove and correct false

beliefs than to teach new ones. Therefore, we need new forms of

interventions that accompany mental model changes.

Trust-building measures. In addition to addressing users’ under-

standing, communications must address trust. It could be helpful

if users had a way to better assess whether a service provider is

competent and trustworthy. For example, information about why

open source code is more trustworthy (not less, as some users cur-

rently assume [2]), assessments by independent security experts,

or a history of known security/privacy breaches could be ways

forward. As with other trust signals, even though many users do

not follow up on this information, they are reassured by the fact

that they could [17].
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Concrete but simple. In line with Distler et al. [14] who showed

that app descriptions using the word “secure” or “encrypt” made

users feel more secure than the metaphorical description “translat-

ing to secret code”, we also find that some participants prefer to call

encryption by its name, rather than a “flowery euphemism”. More-

over, and in line with Bai et al [5], our participants value accessible

wording in educational material.

5.3 Methodological implications
Our research highlights some methodological issues that should

be considered within the field of usable security when aiming to

test the effectiveness of communication strategies on user under-

standing quantitatively. It is important to not only consider users’

understanding of the communication strategy, but also of how the

outcome measures or test items are understood. Users might misin-

terpret a survey question trying to measure their understanding in

a way not intended by the researchers. In our interviews, several

participants stated that the statement about the functionality of

authentication was not precise enough, as the wording did not ex-

plicitly exclude the possibility of physical access to the end device.

In addition, ‘trigger words’, such as the term hacking in Statement

4 (see Section 4.5), can influence response behaviour.

6 LIMITATIONS AND FUTUREWORK
Our study was conducted with a small sample that is not represen-

tative of the larger population. Our participants are younger and

more educated than average. However, we think that if we find

misconceptions even in this group, we can also learn something

for understanding an older and probably less technology-savvy

population. We believe that our results provide important insights

into users’ understanding processes and have shown something

relevant: If we want to achieve that users develop correct functional

mental models of E2EE, we need to focus on correcting miscon-

ceptions and finding ways to guide the transformation process of

mental models.

As any interview study, we cannot exclude the possibility of de-

mand characteristics of the interview situation. Participants might

have attempted to answer questions in a way they believed the

researcher wanted them to answer. However, we believe that this

concern is rather low, because we experienced quite frank conver-

sations, as some participants actually speculated about the correct

answers to the quiz questions but argued to stick to their own opin-

ion as to what they believed was the correct answer we wanted to

achieve with the metaphors.

Althoughwe have already asked in-depth qualitative questions to

identify the reasons behind users’ security assessments, we believe

it is worth drilling deeper to identify the underlying beliefs even

more clearly. Future research could investigate why it is believed

that the app provider can read its users’ messages by asking even

more targeted questions and follow-up questions about emerging

justifications.

Another limitation is that we explicitly did not mention E2EE,

but asked users to imagine the communication with a messenger

that offers E2EE. It is plausible that users have prior attitudes to-

wards different services. An alternative would have been to make

it more explicit that we were interested in their understanding of

the security properties of E2EE, but then we would not have been

able to obtain their unbiased reaction toward the metaphors and

could not have explored whether users associate the metaphors

with E2EE.

A further limitation is the choice of the security properties cov-

ered in the four statements. In addition to confidentiality and au-

thenticity, we have not covered integrity separately.

7 CONCLUSIONS
The goal of this study was to examine in more detail how users

arrive at their judgements about the security properties of E2EE

and the limitations of its protection in the context of instant mes-

senger communication, and how functional metaphors influence

their reasoning. Behind this is the ultimate goal of finding ways

to build on users’ existing mental models to achieve a functional

understanding of E2EE. To this end, we conducted twelve semi-

structured interviews, exposing participants to different functional

metaphors for E2EE.

Our results show that understanding about the core function-

ality of E2EE, ensuring confidentiality of messages between two

communication partners, can be improved by functional metaphors

of E2EE. However, some persistent beliefs concerning trust in com-

munication providers remain. The authenticity of communication

as another functionality of E2EE remains more difficult to convey

by metaphors. Many participants share the view that authenticity

is determined solely by the protection of the end device, the cre-

dentials, and the password, and not by any security vulnerabilities

in the transmission. The metaphors studied so far have not been

able to close this gap in understanding. We suggest that instead

of searching for more and better metaphors, it might be more pur-

poseful to find interventions that target the process of changing

mental models and correct persistent misconceptions.
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A APPENDIX
A.1 Interview Guide
The following sections include the questions and instructions used in our

interviews.

Introduction
[Welcome, introduction of researcher and study aim, asking for consent of

recording, giving opportunity to ask questions.]

Before starting the Interview, I would like to emphasize, that I am inter-

ested in your personal understanding, your thoughts, and opinions. There-

fore, I would like to ask you to answer the questions as openly and honestly

as possible. Participation in this interview is voluntarily and you are free to

end the interview any time and without giving any reason. Thanks a lot for

your support. If you have any further questions, please feel free to ask.

Warm-up
To exchange messages with another person, there are now a variety of

online messenger services.

(1) Which messenger services do you have installed on your smart-

phone?

(2) Which messenger service do you use most frequently? How fre-

quently do you use it? [Only if a non-E2EE tool is mentioned: Do

you use WhatsApp, iMessage, Facebook Messenger, Signal or Tele-

gram?]

(3) Please imagine that you are sending a private message to a person

using a messenger app like WhatsApp, iMessage, Signal, Telegram,

Facebook Messenger. Why is sending messages with one of these

messengers secure or insecure? [Why is it secure? What about the

communication is secure? Why is it insecure or what about the

communication is insecure?]

Quiz questions about the (non)security properties
of E2EE (based on Demjaha et al., 2018)
In the following, I will show you some statements that you should rate as

‘true’ or ‘false’. Concerning the following statements, please imagine that

you are using one of the following messenger services: WhatsApp, Signal,

Telegram, iMessage or Facebook Messenger.

[Go through the following 4 statements one by one with the participant

and note their choice of ‘true’ or ‘false’.]

STMT1: “Only you and the recipient can read your mes-

sages”

STMT2: “Other people can send a message pretending to

be you”

STMT3: “Only you and the recipient can know the mes-

sages were sent”

STMT4: “If somebody hacks your phone, they will be able

to read your messages”

[Ask the following 3 questions for each statement:]

(1) Please choose: Is the statement true or false.

(2) Why do you think the statement is true or false?

(3) How sure are you about your evaluation, and why?
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Perception of metaphors & reflection of quiz
questions
Please further imagine that you are using one of the following messenger

services: WhatsApp, Signal, Telegram, iMessage or Facebook Messenger.

Please read the following description about the communication with these

messengers. Afterwards, I will ask you some questions about it. [1 of the

following 3 metaphors is shown on screen:]

Special Language (SL): “Messages and calls with this

person will be translated to a special language for which

only the two of you know the dictionary.”

Treasure Hunt (TH): “Messages and calls exchanged

with this person are like a treasure hidden in a place to

which only the two of you know the map.”

Colours (C): “Messages and calls you exchange with this

person are like colours. Before sending them, you mix

them with another colour, known only by you two. No-

body else can retrieve them unless they know the secret

colour.”

(1) How do you understand the description? Please state in your own

words what this description says about the communication.

(2) Is there anything unclear about the description? If so, what?

I would like to ask you, to take another look at the 4 statements to

see whether you would confirm or change your evaluation based on the

description. [Go through each statement in turn; allow time for reflection.]

For each statement:

(1) Would you change or confirm your initial evaluation? Why?

Solution to the quiz
In the following, I would like to show you the solutions to the true/false

statements you evaluated with regard to the communication with messen-

ger services such as WhatsApp, Signal, Telegram, iMessage or Facebook

Messenger. These messenger services secure their messages and calls with

end-to-end-encryption. The description you have just read about the com-

munication of these services intends to explain the principle of end-to-end-

encryption. To explain end-to-end-encryption to you once more, I would

like to show you another explanation of end-to-end-encryption:

‘Technical’ description of E2EE: “Continuous protection
of data that flows between two points in a network, effected

by encrypting data when it leaves its source, keeping it en-

crypted while it passes through any intermediate computers

(such as routers), and decrypting it only when it arrives at

the intended final destination” (Shirey, 2007, p. 121).

(1) Do you understand the description, or do you have any questions?

Now let us go back to the four statements that I showed you previously

and your answers.

For each statement: For statement 1 [2, 3, 4], after the second round,

you said that it is true/false. This is correct/incorrect [depending on the

participant’s answer].

Answer scripts and questions about incorrectly answered state-
ments:

(1) STMT1: “Only you and the recipient can read your messages” (func-

tionality; true).

E2EE encrypts the content of a message on the sender’s device

before it is sent so that only the sender and recipient can decrypt

and read it. The encryption means that no one can read the message

in transit.

IF the statement was answered incorrectly: What would an explana-

tion have to look like to make this (non-)functionality understand-

able?

(2) STMT2: “Other people can send a message pretending to be you”

(functionality, false).

Without full access to your smartphone, E2EE prevents others from

pretending to be you and sending messages on your behalf.

IF the statement was answered incorrectly: What would an explana-

tion have to look like to make this (non-) functionality understand-

able?

(3) STMT3: “Only you and the recipient can know the messages were

sent” (non-functionality, false).

The provider forwards the messages and must know to whom to

forward the message. Each encrypted message is therefore provided

with readable metadata, such as the desired recipient of the message.

However, the contents of the messages remain secret through E2EE.

IF the statement was answered incorrectly: What would an explana-

tion have to look like to make this (non-) functionality understand-

able?

(4) STMT4: “If somebody hacks your phone, they will be able to read

your messages” (non-functionality, true).

If someone gains full access to your smartphone, e.g., steals it and

hacks it, they can read your messages.

IF the statement was answered incorrectly: What would an explana-

tion have to look like to make this (non-) functionality understand-

able?

Closing question to compare the metaphor and
technical description

(1) Now, if you look again at the explanation of E2EE and the metaphor-

ical description of E2EE that you read beforehand, do you have a

suggestion on how the concept of end-to-end encryption could be

described even more simply in a pictorial way?

Demographics
(1) What do you do professionally?

(2) What is your level of education?

(3) How old are you?

(4) What gender do you identify with?

(5) Do you have prior knowledge/experience in IT or IT-Security? How

would you rate your knowledge?
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