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Abstract. In recent years it has been demonstrated convincingly that the standby
power of a CMOS chip reveals information about the internally stored and processed
data. Thus, for adversaries who seek to extract secrets from cryptographic devices via
side-channel analysis, the static power has become an attractive quantity to obtain.
Most works have focused on the destructive side of this subject by demonstrating
attacks. In this work, we examine potential solutions to protect circuits from silently
leaking sensitive information during idle times. We focus on countermeasures that
can be implemented using any common digital standard cell library and do not
consider solutions that require full-custom or analog design flow. In particular, we
evaluate and compare a set of five distinct standard-cell-based hiding countermeasures,
including both, randomization and equalization techniques. We then combine the
hiding countermeasures with state-of-the-art hardware masking in order to amplify
the noise level and achieve a high resistance against attacks. An important part of
our contribution is the proposal and evaluation of the first ever standard-cell-based
balancing scheme which achieves perfect data-independence on paper, i.e., in absence
of intra-die process variations and aging effects. We call our new countermeasure
Exhaustive Logic Balancing (ELB). While this scheme, applied to a threshold im-
plementation, provides the highest level of resistance in our experiments, it may not
be the most cost effective option due to the significant resource overhead associated.
All evaluated countermeasures and combinations thereof are applied to a serialized
hardware implementation of the PRESENT block cipher and realized as crypto-
graphic co-processors on a 28 nm CMOS ASIC prototype. Our experimental results
are obtained through real-silicon measurements of a fabricated die of the ASIC in a
temperature-controlled environment using a source measure unit (SMU). We believe
that our elaborate comparison serves as a useful guideline for hardware designers to
find a proper tradeoff between security and cost for almost any application.
Keywords: Static Power · Side-Channel · SPSCA · Countermeasures · Shuffling
· SDRL · QuadSeal · Exhaustive Logic Balancing · Threshold Implementation

1 Introduction
Complementary Metal-Oxide-Semiconductor (CMOS) technology is the predominant
standard for integrated circuit (IC) fabrication since about 40 years now. One of the
main reasons for its continued dominance is the conceptually guaranteed low idle power
dissipation. In contrast to other logic families, CMOS gates do not dissipate any energy in
stable states unless leakage currents occur. Leakage currents are defined as the undesired
transfer of electrical energy across a boundary which is technically viewed as insulating.
The main example relevant in this context is the flow of current across a transistor which
is in the off state. While these leakage currents have been negligibly small in former
generations of CMOS technology, the aggressive down-scaling of the physical feature size
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Table 1: Estimated leakage current of a 2-input NOR gate in a 22 nm CMOS technology
for different input values [AO14].

A1 A2 Leakage Current [nA]
0 0 172.16
0 1 173.44
1 0 62.96
1 1 38.42

A1

A2
ZN

Table 2: Estimated leakage current of a D-flip-flop in a 22 nm CMOS technology for
different input and output values [AO14].

D CLK Q Leakage Current [nA]
0 0 1 421.79
0 1 0 446.39
0 1 1 370.71
1 0 0 376.11
1 0 1 441.54
1 1 0 437.42
1 1 1 386.61

D QD
CLK

Q

throughout the past decades has led to a significant increase of their magnitude and
therefore to a rise of the overall static power consumption of CMOS-based devices.

Nowadays, leakage currents are a crucial quantity to observe during the IC design flow.
Modern Electronic Design Automation (EDA) tools devote a high effort towards reducing
the overall leakage current of a circuit in order to keep devices suitable for battery-powered
applications. Hereby, the leakage current conducted through a single standard cell in a
stable state is modeled and characterized in a fairly simple manner, namely as a function
of the logical signals applied. Indeed, the input values currently applied to a logic gate play
a significant role in determining the leakage current conducted through the cell. The total
magnitude of the current leaked by a circuit is then estimated as the sum of the individual
leakage currents of all gates in the circuit. Design libraries which are used to estimate the
timing, noise and power consumption during the synthesis and implementation stages of the
IC design flow are typically characterized for one fixed set of temperature, supply voltage
and process corner. All three of those parameters affect the leakage currents conducted by
the cells globally. Yet, for one fixed set of conditions, the one local factor considered in
the estimation of the current leaked is indeed the vector of logical input values applied
to a logic cell. For each possible combination of inputs, one characterized magnitude of
the current leaked is given by the design libraries. For memory cells like flip-flops the
logical output value(s) and the clock input are also considered in the idle power estimation.
For clarification, see the two exemplary leakage tables, one for a 2-input NOR gate in
Table 1 and the other for a D-type flip-flop in Table 2, estimated for a 22 nm bulk
CMOS process by the authors of [AO14]. It is obvious that any data value which is stored
or currently processed by a standard-cell-based circuit has a direct impact on the total
leakage current conducted. Therefore, it is no surprise that this quantity can be exploited
via statistical analysis to learn details about the secret internals of cryptographic chips.
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1.1 Related Work

The information leakage through the static power consumption of CMOS-based circuits
has been identified in 2007 for the first time as a potential security threat for cryptographic
hardware [GSST07]. It took until CHES 2014 before the first experimental analysis
on the subject was made available in public literature [Mor14]. This work analyzed
the data dependency of the leakage currents of different elements in the programmable
fabric of modern FPGA devices manufactured in different nanometer-scaled technology
generations. For the first time, the feasibility of such attacks was demonstrated in practice
and the first implementations equipped with side-channel countermeasures had been
evaluated against this new kind of analysis. In the following years, several practical
case studies have been reported targeting both, programmable hardware [BCS+17] and
dedicated ASIC chips [PSKM15, MMR17, KMM19, Moo19, MMR20, Moo20]. The general
procedure of performing an attack based on the idle power consumption remained largely
unchanged from the beginning. During the execution of the first (or last) round of
a block cipher, the adversary halts the global clock signal of the device and therefore
artificially creates an idle state that allows to measure the current flowing through the
device without any ongoing computations for an extended period of time. Thus, the ability
to halt or pause the clock signal of the device under test (DUT) is typically viewed as a
requirement for this type of adversary. At CHES 2019 it was pointed out that sensitive
information is often left behind by cryptographic co-processors after their operation, which
allows the extraction of secret data even without any clock control abilities [Moo19].
The measurement setups used in previous practical case studies have mostly utilized
an oscilloscope as the central measurement instrument for data acquisition [PSKM15,
Mor14, MMR17, KMM19, Moo19, MMR20, Moo20], sometimes together with a differential
probe with internal amplification [Mor14], sometimes together with custom DC amplifiers
and low pass filters [MMR17, KMM19, Moo19, MMR20, Moo20]. To the best of our
knowledge, the only work that used a commercial instrument dedicated for high-precision
low-current measurements, namely a picoammeter, has been presented in [BCS+17]. Due to
sensitive dependencies of the leakage currents on the supply voltage and the temperature,
static power measurements typically require a little more care, setup-wise, to obtain
the leakages in sufficient quality. In that regard, the experiments are often performed
in temperature-controlled environments such as climate chambers [MMR17, KMM19,
Moo19, MMR20, Moo20]. However, it was quickly discovered that the strong dependencies
on environmental factors can be used in favor of the adversary to escalate the leakage
of information [Moo19, MMR20]. While it appears to require a little more effort to
build a setup and perform such experiments in practice (compared to dynamic power
experiments), the implications can be significant once an adversary succeeds. In particular,
even implementations that are typically less susceptible to passive SCA attacks or come
with dedicated side-channel protections in place may be vulnerable to this kind of attack
due to its different leakage mechanisms. This has been demonstrated especially with respect
to dedicated logic styles [DGS+11, ABD+14], masking schemes [Mor14, MMR17, Moo19]
and recently also unrolled implementations [Moo20].
With respect to dedicated countermeasures against static power attacks, the first obvious
solution that comes to mind could be to build devices in such a manner that it is infeasible
for an adversary to influence (esp. reduce the frequency or entirely halt) the clock signal
of the circuit under analysis. Then, if the designer has also taken care that no sensitive
intermediate values remain in the circuit while not currently computed upon, performing
such attacks becomes virtually impossible. However, protecting the clock signal against
exterior influences is easier said than done. Adversaries may employ invasive methods to
stop the operation of a circuit part for some time and measure the current flowing. Or,
even more importantly, depending on the functionality of a device it may be required to
hold sensitive data in the circuit for an extended period of time without actively computing
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on it. Thus, protecting the clock signal against adversarial access is often not sufficient.
From a security designer’s point of view it is generally undesirable for a circuit to silently
leak information about the stored data, even in the absence of computation. Therefore,
it is often preferable to apply dedicated protections against this kind of attack to the
sensitive circuit parts. Different kinds of countermeasures have been proposed for this
purpose over the years [NYH13, HMY13, ZZL13, ZZL14, JIA+15, PR16, YK17b, YK17a,
YW18, FMM20]. In this work we analyze primarily the two standard-cell-based solutions
introduced in [ZZL13, ZZL14] and [JIA+15].

1.2 Our Contribution
For the first time in literature we perform a practical analysis of dedicated countermea-
sures against static power side-channel attacks (SPSCA) on real hardware. We have
developed a prototype chip in 28 nm CMOS technology containing 11 cryptographic co-
processors with different levels of SCA protection applied and analyze the effectiveness of
the countermeasures by performing practical attacks on the fabricated chip inside a climate
chamber. We use a source measure unit (SMU) as power supply and high precision current
measurement instrument simultaneously. Compared to previous works on dedicated test
chips [MMR17, KMM19, Moo19, MMR20, Moo20], the 28 nm node constitutes the most
advanced CMOS technology generation. We also make a contribution in the area of SPSCA
countermeasures by proposing the first ever standard-cell-based balancing scheme that
provides perfect data independence under the assumption that multiple instances of the
same standard cell on the same chip have the same exact leakage characteristics. Of
course, in reality this assumption can not hold due to the existence of (intra-die) process
variations and aging-related degradation effects [KMM19]. Yet, our scheme, which we call
exhaustive logic balancing (ELB), is likely as close as one may get towards achieving a fully
data-independent static power consumption. Hence, the evaluation of this scheme gives
insight about the practical limits of balancing techniques in general. Like we do for most
of the hiding-based SPSCA countermeasures in this work we combine ELB with provably
secure hardware masking in order to amplify the noise and show that the resulting circuit
provides a high level of resistance against attacks. However, considering the very significant
resource overhead of this method, some of the other countermeasure we evaluate here may
be preferable from a cost efficiency standpoint. In general, our results can be used as a
guideline for hardware designers to find a tradeoff between security and cost when trying
to protect circuits from leaking information through the static power.

2 Countermeasures
In this section we introduce the hardware countermeasures which are implemented and
practically evaluated throughout this work. Each countermeasure is applied to the serialized
PRESENT-80 [BKL+07] block cipher implementation depicted in Figure 1. This area-
optimized architecture has been proposed in [PMK+11].

2.1 High Threshold Voltage (HVT) [AE03]
Multi-Threshold Voltage CMOS (MTCMOS) is a popular technique available in most
nanometer CMOS technology generations to reduce the leakage power of CMOS circuits
while maintaining high performance. For this optimization strategy, standard cells exist in
multiple versions with different threshold voltages. Cells with a lower threshold voltage
(LVT) switch faster in response to their input signals and therefore are typically selected for
gates in the critical path of a circuit. Cells with a higher threshold voltage (HVT) switch
slower but consume a lower standby power [AE03]. In consequence, such cells are typically
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Figure 1: Architecture of the serialized PRESENT-80 hardware implementation. The key
schedule is not shown.

selected for any path in a circuit where the timing constraints are not violated by the reduced
performance of the cells. Although not explicitly proposed as a countermeasure against
static power attacks yet, it is reasonable to assume that implementing a cryptographic
primitive using only HVT cells with minimum drive strength will reduce the exploitable
signal available to a static power adversary in relation to the noise level at the cost of
a reduced performance of the circuit. In this work we verify whether this assumption
holds by comparing two circuits derived from identical RTL code, one implemented for
maximum performance and one implemented for minimum leakage current.

2.2 Random Start Index Shuffling (RSIS) [VMKS12]
Randomly changing the execution order of independent operations in a cryptographic
algorithm is called shuffling and has been used as a side-channel countermeasure for many
years. In modern symmetric block ciphers it is common to apply a non-linear substitution
box (S-box) piecewise to the entire cipher state during the computation of each cipher
round. These substitution boxes come in different sizes, but typical examples include 8-bit
boxes like the AES S-box [DR98] and 4-bit boxes like the PRESENT S-box [BKL+07]. The
substitution functions are applied to each byte or nibble of the state independently and the
order of their execution, if executed sequentially, may be randomly reshuffled in each round
or cipher iteration without affecting the outcome (when implemented correctly). In both
examples, AES-128 and PRESENT-80, 16 consecutive S-box evaluations are performed
in each cipher round whose order may be reshuffled. Essentially, there are two common
methods to implement such a shuffling. Either a Random Permutation (RP) is chosen from
all 16! ≈ 244.25 permutations or a Random Start Index (RSI) is chosen from 16 possible
start indices [VMKS12]. First applications of both methods have focused on software
implementations [HOM06, RPD09]. Later, the RSI method in particular has also been
applied to hardware circuits [MMP11]. The idea behind both shuffling techniques is simple.
When observing the execution of an unprotected cipher implementation, the adversary
typically knows exactly at which point in time which part of the secret key is processed
and, even more importantly, that in multiple executions of the same cipher the same key
parts are processed at the same points in time. When shuffling is applied and it can safely
be assumed that the adversary is unable to predict the permutation or the start index
chosen then there are 16 possible positions where a certain targeted key part might be
processed in a cipher iteration. For the most trivial side-channel attacks this translates to
a reduction of the correlation between hypothesis and leakage recorded by a factor of about
16. The authors of [VMKS12] mention that this factor can be reduced to

√
16 = 4 when
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Figure 2: Architecture of the serialized PRESENT-80 implementation with Random Start
Index Shuffling (RSIS). The key register, which also needs to be shuffled, is not shown.

so-called integrated DPA (or sliding window DPA) is used. The authors also voice some
concerns regarding the perceived effectiveness of shuffling methods in general and Random
Start Index (RSI) shuffling in particular when information about the chosen permutation
or start index is leaked. However, this is less of a concern for hardware implementations
where the randomness generation, reshuffling and cipher execution can be performed in
parallel.
In this work we consider the RSI approach and apply it to a serialized PRESENT hardware
implementation. A schematic of the result can be seen in Figure 2. The bit permutation
operation, which previously could be realized purely through wire routing without any
logic components, now receives the 4-bit random start index which determines by how
many nibbles (0 to 15) the state register should be rotated. Clearly, this adds logic for the
multiplexing, but since it is realized fully combinatorial, this change has no impact on the
number of clock cycles required per encryption. Please note, that the same multiplexing
logic is also required to rotate the current round key. While shuffling has primarily been
proposed as a countermeasure against dynamic power or radiation side-channel attacks, it
seems reasonable to expect that it also increases the difficulty of static power side-channel
attacks. Especially when considering that the typical SPSCA adversary does not record
a trace over time, but rather takes a single snapshot of the current state in the circuit.
Thus, there are some qualitative differences between the impact of shuffling on the success
probability of static power and dynamic power attacks which are discussed in Section 4.

2.3 Symmetric Dual-Rail Logic (SDRL) [ZZL13, ZZL14]
Symmetric Dual-Rail Logic (SDRL) has been proposed in [ZZL13, ZZL14] as the first
standard-cell-based balancing technique dedicated to counteract static power attacks. The
concept is very simple. In order to reduce the correlation between input vector applied and
the leakage current of a certain cell, each standard cell is duplicated and the duplicated cell
receives the inverted input vector. The general concept is illustrated for three exemplary
cells in Figure 3. Please note, that outputs of gates which are not required can be left
unconnected. Yet, a designer needs to make sure that the EDA tools do not remove gates
whose output is not connected. From a high-level perspective, the inverter (or buffer) gate
is perfectly balanced since each inverter receiving a logical ’0’ is accompanied by a second
inverter receiving a logical ’1’. Under the assumption that both inverters are instantiations
of the same standard cell (including drive strength, threshold voltage, etc.) and that
identical standard cells have identical leakage characteristics, the total leakage current
should be indistinguishable regardless of which inverter receives the logical ’0’ and which
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Figure 3: INV (or BUF), NOR and D-flip-flop in Symmetric Dual-Rail Logic (SDRL)

receives the logical ’1’. Please note, that in contrast to dual-rail logic styles which are used
as a countermeasure against dynamic power attacks, timing differences through imbalanced
routing or other implementation specifics are not a concern here, since the timing of signals
does not affect the static power consumption measured in a stable state. Hence, the
inverter (or buffer) circuit should have a data-independent static power consumption. In
reality, this is not entirely true, since two instances of the same CMOS standard cell never
have exactly the same physical and electrical characteristics due to (intra-die) process
variations [DGS+11, ABD+14] and aging-related degradation of transistors [KMM19].
Therefore, a small data-dependency of the leakage current typically remains. Regarding
the other two gates in Figure 3, namely the NOR and the D-flip-flop, the situation is
different. Here, the balancing is not perfect, even without considering process variations
and aging mechanisms. However, a reduced dependency between input pattern and leakage
current is achieved. Consider the SDRL NOR gate. The two cases (A1=0, A2=0) and (A1=1,
A2=1) are indistinguishable when assuming identical leakage characteristics for multiple
instance of identical gates, and so are (A1=0, A2=1) and (A1=1, A2=0). However, the two
cases (A1=0, A2=0) and (A1=0, A2=1) are not indistinguishable from each other. Taking the
numbers provided in Table 1 as an example, two NOR gates with inputs (A1=0, A2=0) and
(A1=1, A2=1) have a leakage current of 172.16 nA + 38.42 nA = 210.58 nA, while two NOR
gates with inputs (A1=0, A2=1) and (A1=1, A2=0) have a leakage current of 173.44 nA +
62.96 nA = 236.40 nA. In summary, the variation in the leakage current caused by different
input vectors is decreased but not eliminated. A similar observation can be made for the
D-flip-flop, since the value of Q also affects the leakage current. In order to investigate
the effectiveness of this balancing technique to counteract static power analysis attacks
in practice we have synthesized the serialized PRESENT implementation from Figure 1
exclusively with INV, NOR and D-flip-flop gates and replaced each cell with its SDRL
counterpart before implementing the circuit on the chip. The results of its security analysis
are presented in Section 4.

2.4 Quadruple Algorithmic Symmetrizing (QuadSeal) [JIA+15]
Quadruple Algorithmic Symmetrizing (QuadSeal) has been proposed as a countermeasure
against both dynamic and static power analysis attacks in [JIA+15]. The goal of this method
is to balance all Hamming weights and distances occurring in a cipher implementation and
rotating the inputs to the balanced structures to account for remaining dependencies due
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Figure 4: NOR gate with Exhaustive Logic Balancing (ELB).

to process variations, path imbalances and aging effects. In more detail, when applying
this countermeasure to a cipher implementation, the unprotected circuit is quadrupled,
while in three of the four circuits the S-box table is modified in the following way.

S(state_nibble⊕ key_nibble) (1)
ST (state_nibble⊕ key_nibble) (2)

ST (state_nibble⊕ key_nibble) (3)
S(state_nibble⊕ key_nibble) (4)

Then one of 4! = 24 different permutations of inputs, keys and inverted inputs and keys
is randomly selected (i.e., a 5-bit random number generator is sufficient). The full list
of permutations is given in [JIA+15]. While the balancing of Hamming weights and
Hamming distances is valuable to protect against attacks, the static power consumption of
a combinatorial circuit like an S-box typically does not directly depend on the number
of logical ’1’s in the inputs (see [KMM19] for an example of the input dependency of the
leakage current exhibited by the PRESENT S-box in 65 nm CMOS). Thus, while this
method is able to significantly reduce leakages from registers, it does not necessarily reduce
the leakage from combinatorial S-boxes as well.

2.5 Exhaustive Logic Balancing (ELB) [this work]
In this paragraph we introduce Exhaustive Logic Balancing (ELB). ELB follows a similar
concept as SDRL, but goes a step further. In particular, ELB makes sure that each gate
is multiplied as often as the total number of different input vectors it may receive, and
that in any stable state each of those input vectors is applied to one of the gates. An
inverter or buffer gate with one input line can receive two different values, either logical
’0’ or logical ’1’. Hence, the gate is duplicated and the gates can be connected as shown
in Figure 3. A NOR gate with two input lines can receive four different input vectors and
therefore needs to be quadrupled. In order to make sure that each input vector is received
by one of the four NOR gates, the circuit has to be constructed as shown in Figure 4. Again,
the output lines which are not required can be left unconnected, as long as it can be
ensured that the IC design tools do not remove logic gates whose output is unconnected.
Technically, any two-input logic gate can be quadrupled and implemented like this to
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Figure 5: Logically balancing all D and Q values in the four D-flip-flops with a 3-input
XNOR.

achieve a data-independent static power dissipation under the assumption that multiple
instances of the same cell share exactly the same electrical characteristics. While this
assumption is not precisely correct in reality, the characteristics of multiple instances of
identical standard cells in close proximity on the same die should at least show a very
similar electrical behavior. Unfortunately, the situation is more complex with respect to
memory cells like flip-flops. At first sight it may appear that each flip-flop has only one
data input and therefore simply needs to be duplicated, while giving the inverted input to
the second flip-flop. However, as shown in Table 2, the leakage of a flip-flop also depends
on the output value Q. Hence, the leakage depends on two data lines, which can have four
different possible combinations. Therefore, each flip-flop needs to be quadrupled. Since Q is
an output we can not apply the same technique as for the NOR gate above. Instead, we need
to choose the input values for the four flip-flops as a function of their output values. One
possible solution is shown in 5. Whenever applying a data value to input D and clocking
once, each of the following four combinations is applied to one of the flip-flops: (D=0, Q=0),
(D=0, Q=1), (D=1, Q=0), (D=1, Q=1). However, since the XNOR used for the logic function
now causes its own data-dependent leakage current we need to replace it by a circuit with
a balanced static power consumption. In this regard, we first express the XNOR function
through only NOR and INV gates. The result is depicted in Figure 6. As a next step we
replace those gates by their balanced version and apply some simple logic optimizations
in order to reduce the number of balanced gates that have to be instantiated. The result
can be seen in Figure 7. This final result achieves the optimal data independency that
we are looking for. However, it is clear that the overhead to replace each flip-flop by this
structure when trying to power balance a circuit is significant. The protection against
static power attacks provided by this approach is analyzed experimentally in Section 4.

2.6 Threshold Implementation [NRR06]
Threshold Implementations (TIs) have been introduced in 2006 as the first hardware mask-
ing scheme that provides provable first-order security in the presence of glitches [NRR06].
Before the introduction of threshold implementations, masking schemes did not consider
glitch resistance as a design objective and thus were commonly susceptible to a temporary
recombination of the masks and masked values in combinatorial logic when the protected
cryptographic primitive was realized as a hardware circuit. In consequence, early masking
schemes could not easily guarantee practical first-order (or even higher-order) security in
hardware. Since the introduction of TIs in 2006, the field of glitch-resistant masking has
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grown significantly and many different schemes have been proposed and analyzed, including
but not limited to [RBN+15, CRB+16, GMK16, GMK17, GM17, BDF+17, GM18, GIB18,
FGP+18, MMSS19, CGLS20, CS20, SM21, CS21]. Yet, the plain and simple first-order
threshold implementations are still one of the most popular SCA countermeasures today
and arguably the easiest method to achieve provable first-order security in presence of
glitches without requiring online randomness (although a recent work describes a d+ 1-
masking scheme without the need for fresh randomness [SM21]).
Previous works have indicated that static power side-channel adversaries may potentially
be able to exploit the higher-order leakages of threshold implementations (and other
masking schemes) with a lower data complexity than attackers who observe the dynamic
power consumption or radiation [MMR17, Moo19]. Yet, such higher-order leakages can be
hidden effectively when the masking schemes are combined with proper hiding counter-
measures. In that case even static power adversaries able to acquire measurements with
low environmental and electronic noise influences are expected to require prohibitively
large amounts of observations in order to extract sensitive information. Thus, in this
work, we not only analyze the effectiveness of threshold implementations alone, but also in
combination with the hiding countermeasures introduced earlier in this section and draw
conclusions about the resulting protection levels.
A first-order threshold implementation of the serialized PRESENT architecture has been
proposed in [PMK+11]. Since the PRESENT S-box has an algebraic degree of 3, its TI
would normally require at least 4 shares to provide first-order security (td+ 1). However, a
cheaper alternative than a 4-share TI can be achieved when decomposing the S-box S into
two functions F and G with algebraic degree 2. In that case, the TI can be implemented
with only 3 shares as long as a register stage separates the component functions of F and
G in order to prevent glitch propagation between the combinatorial circuits. This type of
3-share first-order TI with a decomposed S-box has been introduced in [PMK+11] and is
shown in Figure 8 applied to our serialized architecture. We use this implementation for
our test circuits.
While most of the hiding countermeasures could be applied in a straightforward manner
to the threshold implementation of PRESENT, this was not the case for QuadSeal. When
attempting to combine the two countermeasures we encountered conceptual problems.
The idea of QuadSeal is based on balancing Hamming weights and Hamming distances at
the register stages to thwart side-channel leakage (dynamic and static). To achieve this,
QuadSeal requires the implementation of four different (although related) substitution
boxes. Thus, all four S-boxes need to be implemented as separate TIs. Additionally, in
order to stick with the 3-share TI, each of them needs to be decomposed into two quadratic
functions. This is possible for the four S-boxes required for QuadSeal PRESENT, but we
have found no way of implementing the shared evaluation of their component functions in
such a way that their collective outputs at each stage have a balanced Hamming weight
and Hamming distance. In all evaluated cases either the intermediate register between the
component functions, or their output was not properly balanced considering the whole
quadrupled circuit. Therefore, we refrained from implementing a hybrid circuit that only
realizes one of the two concepts properly.

3 Target and Setup

In the following we introduce the target device analyzed in this work and the measurement
setup and procedure used to acquire the experimental results presented in Section 4.
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(a) Layout (b) Photo

Figure 9: Layout and microscope photography of the 1380 µm × 1380 µm large 28 nm
ASIC prototype.

3.1 Device Under Test (DUT)
The target for our practical analysis is a 28 nm CMOS ASIC prototype which we developed
as a dedicated test chip for our investigation. The layout of the chip and a microscope
photography of the manufactured and bonded die can be seen in Figure 9. The ASIC
is 1380 µm × 1380 µm in size and has been designed to be operated at frequencies up to
100 MHz even under worst-case operating conditions. The chip requires an IO power
supply of 1.8 V and a 0.9 V core power supply. The 981 µm × 981 µm large standard
cell area in the center of the die contains 1 195 507 gate equivalents (GE) of logic. This
includes 11 cryptographic co-processors based on the PRESENT block cipher which are
practically analyzed for their static power side-channel security in Section 4. To be
precise, each co-processor is based on the serialized PRESENT architecture described in
Section 2 which is depicted in Figure 1 without masking applied and in Figure 8 as a
threshold implementation. The 11 cipher cores differ from each other in the particular
countermeasures that are employed to avoid key extraction via static power side-channel
analysis. The levels of protection range from an unprotected circuit to a combination of
exhaustive balancing and provably-secure masking. The full list of circuits evaluated in
this work including their post-layout area consumption and an overhead comparison is
given in Table 3.
The PRESENT core denoted by High Performance (HP) is a raw and unprotected
implementation of the serialized cipher architecture shown in Figure 1, but optimized
for maximum clock frequency. As already discussed in Section 2 such an optimization
goal favors the use of low threshold voltage (LVT) cells in all timing critical paths. It is
noteworthy that the HVT circuit, optimized for minimum leakage current, is smaller than
the HP circuit, despite the fact that the slower high threshold voltage (HVT) cells are
identically sized as the faster low threshold voltage (LVT) cells. The difference comes from
the selection of standard cells with the lowest drive strength in the HVT circuit, which are
generally smaller and consume less power than cells with a higher driving strength. Table 3
clearly shows that all other protected circuits come at an area overhead, which proves to
be significant in some cases. Table 4 presents post-layout estimations of the critical path
delay (or latency), maximum operating frequency and average power consumption (when
operated at 100 MHz) for typical operating conditions (25 ◦C, 0.9 V) of all 11 circuits,
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Table 3: Post-layout area consumption of the PRESENT co-processors.

PRESENT Core Area [GE] Overhead factor
High Performance (HP) 2 535.00 × 1.00
High Threshold Voltage (HVT) 2 406.67 × 0.95
Random Start Index Shuffling (RSIS) 2 613.00 × 1.03
Symmetric Dual-Rail Logic (SDRL) 10 789.33 × 4.26
Quadruple Algorithmic Symmetrizing (QuadSeal) 12 636.33 × 4.98
Exhaustive Logic Balancing (ELB) 20 207.00 × 7.97
Threshold Implementation + HP 7 233.33 × 2.85
Threshold Implementation + HVT 6 982.67 × 2.75
Threshold Implementation + RSIS 9 856.33 × 3.89
Threshold Implementation + SDRL 27 907.33 × 11.01
Threshold Implementation + ELB 58 442.33 × 23.05

Table 4: Post-layout estimations of the critical path delay, maximum frequency and
average power consumption at 100 MHz operation for all PRESENT co-processors.

PRESENT Core Crit. Path [ps] Freq. [MHz] Dyn. Power [µW] Stat. Power [µW]

HP 435.7851 2294.7 111.2826 35.9710
HVT 563.7664 1773.8 107.7309 1.7616
RSIS 597.3369 1674.1 103.4829 12.3302
SDRL 2064.9476 484.3 240.2608 4.1869
QuadSeal 785.0767 1273.8 463.3175 51.4306
ELB 1959.9415 510.2 673.4377 9.4815

TI + HP 358.3832 2790.3 277.4649 101.9850
TI + HVT 594.5498 1681.9 309.3094 3.7409
TI + RSIS 612.0424 1633.9 312.5164 54.4392
TI + SDRL 2510.5112 398.3 650.3030 7.7135
TI + ELB 2377.2272 420.7 1981.1074 17.3661

extracted using the Synopsys IC design flow. While all PRESENT cores require the same
number of clock cycles (547) for one encryption (see [PMK+11]), the protected versions
clearly show a reduced maximum frequency and average power consumption compared
to the unprotected implementation. It is important to clarify, however, that the ASIC
has been designed to operate at frequencies up to 100 MHz and even the slowest circuits
in Table 4 achieve frequencies well above that threshold (at least for typical operating
conditions). Thus, none of the circuits except the HP versions have been tightly constrained
by their clock period and higher frequencies at the price of an increased area and energy
consumption would definitely be possible. The comparably low static power consumption
for SDRL and ELB circuits can be explained by the fact that they also consist of HVT
cells with minimum drive strength exclusively. In part, this also causes their significantly
higher latency compared to the other circuits.

3.2 Measurement Setup
The measurement setup utilized in our practical experiments is depicted in Figure 10. On
top, a schematic of the full setup used to acquire the current measurements is given. The
measurement board containing the mounted chip is placed inside a climate chamber to
precisely control the environmental temperature. In contrast to all previous works we have
used a source measure unit (SMU) a.k.a. sourcemeter for the static power measurements.
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Temp.: 90 °C Humid.: 10 %

ASIC

Source Measure Unit

Climate Chamber

Board + ASICMeasure:

Source:  1.35 V

0.10918 A
VDD

GND

(a) Setup

(b) Source Measure Unit (SMU) (c) Custom Measurement Board

Figure 10: Measurement Setup used in the practical experiments.

A photography of the Keithley 2450 SourceMeter [Kei] is shown in Figure 10(b). This
instrument has specifically been designed for characterizing nano-scale semiconductors
and other small-geometry and low-power devices. In our experiments we have used it
to simultaneously supply the core voltage to the chip and measure the leakage currents
through the device. A photography of the custom measurement board can be seen in
Figure 10(c). We have designed this PCB for evaluating our 28 nm test chip which can be
seen in the middle of the board plugged into a PLCC44 socket. A Digilent Cmod A7 FPGA
board [Dig] can be plugged into the 48 pin DIP socket on the left of the measurement
board in order to function as an interface between the ASIC and the PC.
The procedure to acquire static power measurements using this setup works as follows.
The FPGA board pauses the global clock signal of the ASIC during the first round of the
PRESENT cipher operation and simultaneously generates a trigger signal to the SMU. The
SMU waits for 20ms after receiving the positive trigger edge, takes a current measurement
and saves it into the internal buffer. Afterwards, the SMU goes back to idle mode, waiting
for the next trigger to arrive. The clock signal is continued and the PRESENT core
completes its computation. Then a new encryption is initiated and the process repeats
from the beginning. As soon as 100 measurements are collected, the internal buffer is read
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out by the measurement script and the data is saved on the hard drive. Using this method,
the data acquisition takes about 108.24 ms per measurement (the time required for fetching
the buffer from the instrument and saving the traces to the hard drive is already included),
which means that the acquisition of 1 000 000 traces takes about 30 hours and 4 minutes.
This is significantly faster than many previous works [MMR17, KMM19, Moo19, Moo20].

4 Experimental Results
In this section we present our experimental analysis of the 11 different PRESENT co-
processors realized on the 28 nm CMOS ASIC. As a first step we analyze the hiding
countermeasures alone, under normal operating conditions. In this regard, we have placed
the measurement board in the climate chamber set to a constant temperature of 20 ◦C
and powered the ASIC by its nominal core voltage of 0.9 V. To compare the leakage
exhibited by the PRESENT cores in this scenario we have collected measurements for two
different fixed inputs (fixed-vs-fixed) in a randomly interleaved manner in order to perform
a leakage assessment using the t-test [SM15] and the χ2-test [MRSS18] respectively. The
results are depicted in Figure 11. For a visual comparison between the different techniques
we have also plotted the histograms for the two groups which have been used to extract
the -log10(p) confidence values.
The first thing to notice is that the HVT circuit does not seem to hide the data dependency
any better than the high performance (HP) implementation. The differences between the
means of the leakage distributions and the test results look very similar in both cases.
The other four protected implementations perform better and a gradual reduction of the
test confidence and the number of traces to overcome the confidence threshold can be
observed from top to bottom. The exhaustive logic balancing (ELB) achieves the best
results in these experiments, since both statistical tests fail to reject the null hypothesis
given a data set of 10 000 traces. Since multiple previous works have demonstrated that
increasing the supply voltage and the temperature of the device under test significantly
increases the leakage currents in relation to the measurement noise [Moo19, MMR20], we
have repeated the same measurements as before with the temperature set to 90 ◦C and a
core supply voltage of 1.35 V (50% over-voltage). Those results are shown in Figure 12.
All results are improved by a significant margin in terms of confidence and number of
traces to detect leakage. Therefore, we are able to confirm that the manipulation of
operating conditions is a viable method to enhance the magnitude of the leakage currents
and to improve the overall quality of the measurement results. Apart from the significantly
increased distinguishability across the board, the most interesting observation is probably
that the ELB circuit now also shows a significant amount of leakage. Hence, we can
conclude that the variations of the physical and electrical characteristics between identical
CMOS standard cells placed in close proximity to each other is certainly large enough
to weaken the balancedness of the static power consumption sufficiently to detect a clear
data dependency. In part this may be caused by the (uneven) aging-related degradation of
the transistors which is immediately amplified when the power supply and temperature
are as drastically increased as in our experiments. However, we have used a fresh sample
of the ASIC for these experiments to avoid a prior manifestation of effects like described
in [KMM19].
As a next step we now analyze the combined hiding and masking countermeasures, again
under the leakage-enhancing operating conditions of 90 ◦C and 1.35 V. The results are
depicted in Figure 13. Here, the t-test is performed at first, second and third order. It
can be seen that no data dependency is reported with confidence for any of the first-
or second-order tests. The χ2-test is independent of statistical moments and, like the
third-order t-test, reports leakage in four of the five experiments. Only for the combination
of the threshold implementation with the exhaustive logic balancing the tests fail to reject
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Figure 11: Leakage assessment of the (unmasked) hiding countermeasures at 20 ◦C, 0.9 V.
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Figure 12: Leakage assessment of the (unmasked) hiding countermeasures at 90 ◦C, 1.35 V
(50% over-voltage).
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Figure 13: Leakage assessment of the combined masking and hiding countermeasures at
90 ◦C, 1.35 V (50% over-voltage).



798 Countermeasures against Static Power Attacks

the null hypothesis given 500 000 traces. Our leakage assessment results already give us
a decent idea about the level of protection each of the (combined) countermeasures is
able to provide. However, the presence of detectable leakage alone does not necessarily
prove the insecurity of a device. Leakages about the inputs and outputs, independent of
the secret internal key, are flagged by leakage detection methods but do not necessarily
undermine the security of a device. Hence, we have also attempted to perform key recovery
attacks on all 11 different PRESENT co-processors. In order to provide a fair comparison
we chose to perform Moments-Correlating DPA (MCDPA) attacks on the targets as this
collision-based method does not depend on the choice of a suitable leakage model [MS16].
This type of attack has already been applied to static power measurements in [MMR17].
We have also attempted classical CPA attacks with explicit leakage models [BCO04], but
learned that this approach leads to a distortion of the comparison. In fact, for some of the
circuits the Hamming weight of the S-box output is the optimal model, for others its a
single S-box output bit (LSB, MSB, ...) or a combination of multiple bits. None of the
specific models we tested worked well on all circuits. Please note, that transitional models
like the Hamming distance between consecutively processed values are not a promising
candidate here since the static leakage does not naturally capture transitions. Only the
small difference in the leakage of a flip-flop cell between (D=1, Q=0) and (D=1, Q=1) (or
analogous combinations) could cause a correlation between the Hamming distance of
values and the measured leakage current. The independence of a leakage model featured
by Moments-Correlating DPA is indeed a crucial property for a fair comparison of the
vulnerability of the circuits. The attack succeeds in all experiments independent of an
explicit model and allows a comparison of the data complexity of the attacks. In fact,
whenever the leakage of an intermediate value does not closely resemble one of the classical
leakage models like the Hamming weight or distance, but rather a more complex leakage
function (common for protected implementations) it is plausible that MCDPA is able
to extract more information than classical CPA. This expectation is backed up by our
observation that no individual CPA in our tests could outperform the MCDPA with respect
to attacks on the TI variants. Our MCDPA results for all circuits are shown in Figure 14.
Please note the differences in the number of traces utilized for each of the attacks. In order
to enable an easier comparison between the different results we have assembled Table 5,
which not only lists the number of traces required for a successful recovery of a sub-key
difference and the resulting correlation coefficient, but also puts the data complexity for
an attack in relation to the area of the circuit. The only discrepancy between the leakage
detection results and the key recovery attacks is that the shuffled variants, in relation to
the other implementations, show leakage early and strong in a detection scenario, but
are still relatively hard to exploit. Due to the nature of shuffling, a stronger attack could
probably be performed when recording the leakage after each clock cycle of a cipher round
and thereby building a leakage trace over time (similar to a dynamic power measurement).
In that case, integrated DPA attacks could reduce the data complexity for a key recovery
(see Section 2). Technically, with unrestricted control over the clock signal (the strongest
attacker model in this context), the adversary would be capable of single-stepping through
the whole encryption operation and measuring the leaked current after each clock cycle.
However, we do not consider such an analysis here in order to keep all attacks identical.
Tailoring each attack to the countermeasure under analysis would greatly complicate the
comparison.

5 Conclusions and Future Work
The standby power of CMOS chips silently leaks information to potential adversaries.
Several practical case studies have demonstrated this concerning fact throughout the last
couple of years. Common side-channel countermeasures used to thwart dynamic leakage
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Figure 14: MCDPA attacks on all countermeasures at 90 ◦C, 1.35 V (50% over-voltage).
MCDPA1st = first-order MCDPA; MCDPA3rd = third-order MCDPA.
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Table 5: Data complexities and correlation coefficients for all MCDPA attacks. Data
complexities given as absolute values (DC MCDPA) and per gate equivalents (DC / GE).

PRESENT Core Area [GE] DC MCDPA DC / GE Correlation Coefficient
HP 2 535.00 < 100 < 0.039 0.3258
HVT 2 406.67 200 0.083 0.2734
RSIS 2 613.00 15 000 5.741 0.04069
SDRL 10 789.33 8 800 0.816 0.02907
QuadSeal 12 636.33 67 000 5.302 0.007471
ELB 20 207.00 120 000 5.939 0.006618
TI + HP 7 233.33 23 600 3.263 0.01913
TI + HVT 6 982.67 53 000 7.590 0.01070
TI + RSIS 9 856.33 596 000 60.469 0.002144
TI + SDRL 27 907.33 320 000 11.467 0.004860
TI + ELB 58 442.33 2 930 000 50.135 0.0006170

attacks have shown to be of limited effectiveness against this threat. Thus, specialized
countermeasures based on the principles and characteristics of the static power consumption
of CMOS devices need to be developed and tested. Practical experiments are especially
vital in this process as simulation results often do not sufficiently model all mechanisms
that play into the vulnerability of a device. In this work we tried to make a first step in
that direction by implementing and evaluating a set of countermeasures consisting of both,
previously proposed techniques from the literature and novel ideas, on a 28 nanometer
CMOS chip. Our experiments have partially been performed under extreme environmental
conditions (90 ◦C and 50% over-voltage) to figuratively squeeze the information out of our
target device. The result of that analysis is that none of the tested countermeasures could
withstand attacks with 3 000 000 traces and more than the half of the countermeasure-
protected circuits allow extraction of sub-keys with less than 100 000 traces. The strongest
protection was achieved by a combination of exhaustive balancing and provably secure
hardware masking. However, this combined countermeasure increases the circuit size by a
factor of 23, the critical path by a factor of 4, the energy consumption by a factor of 14 and
was still susceptible to attacks. This result also speaks to the limits of balancing techniques
in general, since even exhaustively balanced circuits are not sufficiently balanced to avoid
key extraction. Purely algorithmic approaches, like a combination of masking and shuffling
achieve a better cost efficiency, but exhibit a much higher leakage in a detection scenario
which may become problematic for device certification. In summary, it seems that existing
countermeasures, even rather expensive ones, can only increase the data complexity of
static power attacks to a certain extent. The quest for better solutions has to continue.

Future Work. From our point of view, masking schemes which avoid univariate leakage
altogether could potentially provide a high level of resistance against SPSCA adversaries.
However, that is conceptually difficult to realize since univariate leakage with respect to
static power adversaries is much more inclusive than univariate leakage with respect to
dynamic power adversaries. A static power adversary can virtually see the cumulative
leakage of any gate in a circuit in a single snapshot and not only the leakage of gates
that switch simultaneously. Yet, thinking about approaches in this direction may be
worthwhile.
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