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Abstract—This paper analyzes the problem of common ran-
domness (CR) generation from correlated discrete sources
aided by unidirectional communication over Single-Input Single-
Output (SISO) slow fading channels with additive white Gaussian
noise (AWGN) and arbitrary state distribution. Slow fading
channels are practically relevant for wireless communications.
We completely solve the SISO slow fading case by establishing its
corresponding outage CR capacity using our characterization of
its channel outage capacity. The generated CR could be exploited
to improve the performance gain in the identification scheme. The
latter is known to be more efficient than the classical transmission
scheme in many new applications, which demand ultra-reliable
low latency communication.

Index Terms—Common randomness, slow fading, outage ca-
pacity.

I. INTRODUCTION

Common randomness (CR) of two terminals refers to a

random variable observable to both, with low error probability.

In many models, one terminal corresponds to the sender

station and the other corresponds to the receiver station. The

availability of this CR allows to implement correlated random

protocols leading to developing potentially faster and more

efficient algorithms [1]. CR generation plays a major role in

sequential secret key generation [2]. In the context of secret

key generation, CR is usually denoted by Information reconcil-

iation. CR is also highly relevant in the identification scheme,

an approach in communications developed by Ahlswede and

Dueck [3] in 1989. In the identification framework, the encoder

sends an identification message also called identity over the

channel and the decoder is not interested in what the received

message is. He wants to know if a specific message of

special interest to him has been sent or not. The identifica-

tion scheme is better suited than the classical transmission

scheme for many new applications with high requirements

on reliability and latency. These applications include several

machine-to-machine and human-to-machine systems [4], the

tactile internet [5], digital watermarking [6]–[8], industry 4.0

[9], molecular communications [10] [11], etc. Furthermore,

[12] describes an interesting application where identification

codes [13] can be used in autonomous driving. This is a

typical use case for ultra-reliable low latency communication.

Interestingly, it has been established that the resource CR

can increase the identification capacity of channels [14]–[16].

Thus, by taking advantage of the resource CR, an enormous

performance gain can be achieved in the identification task.

The problem of CR generation was initially introduced in

[14], where unlike in the fundamental significant papers [17]

[18], no secrecy requirements are imposed. In particular, the

CR capacity of a model involving two correlated discrete

sources with one-way communication over noiseless channels

with limited capacity was established. The CR capacity is

defined to be the maximum rate of CR generated by two

terminals using the resources available in the model [14].

Recently, the results on CR capacity have been extended

in [19] to SISO and point-to-point Multiple-Input Multiple-

Output (MIMO) Gaussian channels, which are practically

relevant in many communication situations including satellite

and deep space communication links [20], wired and wire-

less communications, etc. The results on CR capacity over

Gaussian channels have been used to establish a lower-bound

on its corresponding correlation-assisted secure identification

capacity in the log-log scale [19]. This lower bound can

already exceed the secure identification capacity over Gaussian

channels with randomized encoding elaborated in [21].

However, to the best of our knowledge, there are no results

on the CR generation problem over fading channels. The

generated CR can be exploited in the problem of correlation-

assisted identification over fading channels, which is, as far as

we know, an open problem. The phenomenon of fading is one

of the fundamental aspects in wireless communication. Fading

refers to the deviation of a signal attenuation during wireless

propagation with different variables such as time, rainfall, ra-

dio frequency. A common model for wireless communication

is the fading channel model with additive white Gaussian

noise (AWGN) [22]–[26]. In our work, the focus will be on

SISO slow fading channels with AWGN and with arbitrary

state distribution. In the slow fading scenario, the channel

state is random but remains constant over the time-scale of

transmission. The event of major interest here is outage. This

arises when the channel state is so poor that no coding scheme

is able to establish reliable communication at a certain target

rate. We consider, as a capacity measure of the slow fading

channel, the η-outage capacity defined to be the largest rate

at which one can reliably communicate over the channel with

probability greater or equal to 1− η [22] [23]. To the best of
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our knowledge, no rigorous proof of the outage capacity for

arbitrary state distribution is provided in the literature.

The main contribution of this paper consists in establishing

first the η-outage capacity of SISO slow fading channels with

AWGN and with arbitrary state distribution. Then, we extend

the concept of outage to the CR generation problem over

the slow fading channel by deriving a single-letter character-

ization of its corresponding η-outage CR capacity using our

characterization of its η-outage capacity. In the CR generation

framework, outage occurs when the channel state is so poor

that the terminals cannot agree on a common random variable

with high probability. The η-outage CR capacity is defined

to be the maximum rate of CR generated by the terminals

using the resources available in the model such that the outage

probability does not exceed η.
Paper outline: The paper is organized as follows. In Section

II, we present our system model, provide the key definitions

and present the main results. The η-outage capacity is estab-

lished in Section III. A rigorous proof of the η-outage CR

capacity is provided in Section IV. The conclusion contains

concluding remarks.

Notation: C denotes the set of complex numbers and R

denotes the set of real numbers; H(·) and h(·) correspond

to the entropy of discrete and continuous random variables,

respectively; I(·; ·) denotes the mutual information between

two random variables; |K| stands for the cardinality of the set

K and T n
U denotes the set of typical sequences of length n

and of type PU . For any random variables X , Y and Z , we

use the operator X ◦− Y ◦− Z to indicate a Markov chain.

Throughout the paper, log and exp are to the base 2.

II. SYSTEM MODEL, DEFINITIONS AND MAIN RESULTS

A. System Model

Let a discrete memoryless multiple source PXY with two

components, with generic variables X and Y on alphabets

X and Y , correspondingly, be given. The outputs of X are

observed by Terminal A and those of Y by Terminal B. Both

outputs have length n. Terminal A can send information to

Terminal B over the following slow fading channel WG:

zi = Gti + ξi i = 1 . . . n.

where tn = (t1, . . . , tn) ∈ Cn and zn = (z1, . . . , zn) ∈ Cn

are channel input and output blocks, respectively. G models the

complex gain, where we assume that both terminals A and B
know the distribution of the gain G only. ξn = (ξ1, . . . , ξn) ∈
Cn models the noise sequence. We assume that the ξis are

i.i.d, where ξi ∼ NC

(

0, σ2
)

, i = 1 . . . n. We further assume

that G and ξn are mutually independent and that (G, ξn) are

independent of Xn,Y n. There are no other resources available

to both terminals.

A CR-generation protocol of block-length n consists of:

1) A function Φ that maps Xn into a random variable K
with alphabet K generated by Terminal A.

2) A function f that maps Xn into some message ℓ =
f(Xn).

3) A channel code Γ of length n for the channel WG

as defined in Definition 3, where each codeword tℓ =
(tℓ,1, . . . , tℓ,n) satisfies the following power constraint:

1

n

n
∑

i=1

t2ℓ,i ≤ P. (1)

The random channel input sequence depending on Xn

is denoted by T n.
4) A function Λ that maps Y n and the decoded message

into a random variable L with alphabet K generated by

Terminal B.

Such protocol induces a pair of random variable (K,L) that is

called permissible, where it holds for some function Ψ, for D
being the channel decoder of Γ and for Zn being the random

channel output sequence that

K = Φ(Xn), L = Ψ(Y n, Zn) = Λ(Y n, D(Zn)). (2)

This is illustrated in Fig. 1.

PXY

Slow Fading channel

Terminal A Terminal B

K = Φ(Xn) L = Ψ(Y n, Zn)

Xn Y n

Tn Zn

Fig. 1: Two-correlated source model with one-way communi-

cation over a SISO slow fading channel

B. Rates and Capacities

We define first an achievable η-outage CR rate and the η-

outage CR capacity. This is an extension to the definition of

an achievable CR rate and of the CR capacity introduced in

[14].

Definition 1. Fix a non-negative constant η < 1. A number

H is called an achievable η-outage common randomness rate

if there exists a non-negative constant c such that for every

α > 0 and δ > 0 and for sufficiently large n there exists a

permissible pair of random variables (K,L) such that

P [P [K 6= L|G] ≤ α] ≥ 1− η, (3)

|K| ≤ exp(cn), (4)

1

n
H(K) > H − δ. (5)

Remark 1. Together with (3), the technical condition (4)

ensures that for every ǫ > 0 and sufficiently large blocklength

n the set

A =

{

g ∈ C :

∣

∣

∣

∣

H(K|G = g)

n
−

H(L|G = g)

n

∣

∣

∣

∣

< ǫ

}



satisfies P [A] ≥ 1 − η. This follows from the analogous

statement in [14].

Definition 2. The η-outage common randomness capacity

Cη,CR(P ) is the maximum achievable η-outage common ran-

domness rate.

Next, we define an achievable η-outage rate for the slow

fading channel WG and the corresponding η-outage capacity.

For this purpose, we begin by providing the definition of a

transmission-code for WG.

Definition 3. A transmission-code Γ of length n and

size |Γ| for the channel WG is a family of pairs

{(tℓ,Dℓ), ℓ = 1, . . . , |Γ|} such that for all ℓ, j ∈
{1, . . . , |Γ|}, we have:

tℓ ∈ C
n, Dℓ ⊂ C

n,

1

n

n
∑

i=1

t2ℓ,i ≤ P ∀ tℓ ∈ C
n, tℓ = (tℓ,1, . . . , tℓ,n),

Dℓ ∩Dj = ∅, ℓ 6= j.

Here, tℓ, ℓ = 1, . . . , |Γ| and Dℓ, ℓ = 1, . . . , |Γ|, are

the codewords and the decoding regions, respectively. The

maximum error probability is a random variable depending

on G and it is expressed as follows:

e(Γ, G) = max
ℓ∈{1,...,|Γ|}

WG(D
c
ℓ |tℓ).

Remark 2. Throughout the paper, we consider the maximum

error probability criterion.

Definition 4. Let 0 ≤ η < 1. A real number R is called

an achievable η-outage rate of the channel WG if for every

θ, δ > 0 there exists a code sequence (Γn)
∞
n=1 such that

log|Γn|

n
≥ R− δ

and

P[e(Γn, G) ≤ θ] ≥ 1− η

for sufficiently large n.

Definition 5. The supremum of all achievable η-outage rates

is called the η-outage capacity of the channel WG and is

denoted by Cη .

C. Main Results

In this section, we propose a single-letter characterization

of the η-outage channel capacity in Theorem 1 and of the η-

outage CR capacity in Theorem 2. Theorem 1 and Theorem

2 are proved in Section III and Section IV, respectively.

Theorem 1. Let γ0 = sup{γ : P[|G| < γ] ≤ η}. The η-outage

capacity of the channel WG is equal to

Cη(P ) = log

(

1 +
Pγ2

0

σ2

)

.

Theorem 2. For the model described in Section II-A, the η-

outage CR capacity is equal to

Cη,CR(P ) = max
U

U ◦−X ◦−Y
I(U ;X)−I(U ;Y )≤Cη(P )

I(U ;X).

III. PROOF OF THEOREM 1

Let

γ0 = sup{γ : P[|G| < γ] ≤ η}.

We will prove first the following lemma:

Lemma 1.

P[|G| < γ0] ≤ η,

so the supremum actually is a maximum.

Proof. Let γn ր γ0 be a sequence converging to γ0 from the

left. Then

{γ ∈ R : γ < γ0} =
∞
⋃

n=1

{γ ∈ R : γ < γn}.

From the sigma-continuity of probability measures, it follows

that

P[|G| < γ0] = lim
n

P[|G| < γn] ≤ η.

Now, we begin with the direct proof of Theorem 1. We will

show that

Cη(P ) ≥ log

(

1 +
Pγ2

0

σ2

)

. (6)

Let θ, δ > 0. It is well-known that there exists a code sequence

(Γn)
∞
n=1 and a blocklength n0 such that

log|Γn|

n
≥ log

(

1 +
Pγ2

0

σ2

)

− δ

and

e(Γn, γ0) ≤ θ

for n ≥ n0. The degradedness of the Gaussian channels

implies that also

e(Γn, γ) ≤ θ

for n ≥ n0, provided that γ ≥ γ0. Therefore for n ≥ n0,

Lemma 1 implies

P[e(Γn, G) ≤ θ] ≥ P[|G| ≥ γ0] = 1− P[|G| < γ0] ≥ 1− η.

This implies (6).

Next, we prove the converse of Theorem 1. We will show

that

Cη(P ) ≤ log

(

1 +
Pγ2

0

σ2

)

. (7)

Suppose this were not true. Then there exists an ε > 0 such

that for all θ, δ > 0 there exists a code sequence (Γn)
∞
n=1

satisfying

log|Γn|

n
≥ log

(

1 +
P (γ0 + ε)2

σ2

)

− δ (8)



and

P[e(Γn, G) ≤ θ] ≥ 1− η (9)

for sufficiently large n. The degradedness implies e(Γn, γ) ≥
e(Γn, γ0+ ε) for all γ ≤ γ0+ ε. Since δ may be arbitrary, we

may choose it in such a way that the right-hand side of (8) is

strictly larger than log(1+(Pγ2
0)/σ

2). We define γ1 to be the

solution of the equation

log(1 + (Pγ2
1)/σ

2) = log

(

1 +
P (γ0 + ε)2

σ2

)

− δ.

γ1 is chosen such that the rate of the code sequence is greater

than the capacity of the channel with gain G when |G| < γ1.

Therefore, it holds for large n that the error probability is

greater than θ when |G| < γ1. It holds for large n that the

error probability is greater than θ when |G| < γ1. It follows

that

P[e(Γn, G) > θ] ≥ P[|G| < γ1] > η

by the definition of γ0, where we used that γ1 > γ0 from the

choice of δ. This is a contradiction to (9), and so (7) must be

true. This completes the proof of Theorem 1.

IV. PROOF OF THEOREM 2

A. Converse Proof

Let (K,L) be a permissible pair according to the CR-

generation protocol introduced in Section II-A with power

constraint as in (1). Let T n and Zn be the random channel

input and output sequence, respectively. We further assume

that (K,L) satisfies (3) (4) and (5). We are going to show for

α′(n) > 0 that

H(K)

n
≤ max

U
U ◦−X ◦−Y

I(U ;X)−I(U ;Y )≤Cη(P )+α′(n)

I(U ;X),

where lim
n→∞

α′(n) can be made arbitrarily small. In our proof,

we will use the following lemma:

Lemma 2. (Lemma 17.12 in [27]) For arbitrary random

variables S and R and sequences of random variables Xn

and Y n, it holds that

I(S,Xn|R)− I(S;Y n|R)

=

n
∑

i=1

I(S;Xi|X1 . . . Xi−1Yi+1 . . . YnR)

−
n
∑

i=1

I(S;Yi|X1 . . .Xi−1Yi+1 . . . YnR)

= n[I(S;XJ |V )− I(S;YJ |V )],

where V = X1 . . . XJ−1YJ+1 . . . YnRJ , with J being a

random variable independent of R, S, Xn and Y n and

uniformly distributed on {1 . . . n}.

Let J be a random variable uniformly distributed on

{1 . . . n} and independent of K , Xn and Y n. We further

define U = KX1 . . .XJ−1YJ+1 . . . YnJ.
Notice that

H(K) = I(K;Xn)

(i)
=

n
∑

i=1

I(K;Xi|X1 . . . Xi−1)

= nI(K;XJ |X1 . . . XJ−1, J)

(ii)

≤ nI(U ;XJ),

where (i) and (ii) follow from the chain rule for mutual

information.

We will show next for α′(n) > 0 that

I(U ;XJ)− I(U ;YJ ) ≤ Cη(P ) + α′(n).

Applying Lemma 2 for S = K , R = ∅ with V =
X1 . . .XJ−1YJ+1 . . . YnRJ yields

I(K;Xn)− I(K;Y n)

= n[I(K;XJ |V )− I(K;YJ |V )]

(a)
= n[I(KV ;XJ)− I(K;V )− I(KV ;YJ ) + I(K;V )]

(b)
= n[I(U ;XJ)− I(U ;YJ )], (10)

where (a) follows from the chain rule for mutual information

and (b) follows from U = KV .

It results using (10) that

H(K|Y n) = H(K)− I(K;Y n)

(c)
= H(K)−H(K|Xn)− I(K;Y n)

= I(K;Xn)− I(K;Y n)

= n[I(U ;XJ)− I(U ;YJ)], (11)

where (c) follows because K = Φ(Xn) from (2).

Let γ0 = sup
{

γ : P [|G| < γ] ≤ η
}

. We consider for

ǫ > 0 being arbitrarily small the set:

Ω1

=
{

g ∈ C : P [K 6= L|G = g] ≤ α and |g| ≤ γ0 + ǫ
}

.

Lemma 3.

P [Ω1] > 0.

Proof. From the definition of γ0, we know that

P [|G| < γ0 + ǫ] > η.

This implies that

P [|G| ≤ γ0 + ǫ] ≥ P [|G| < γ0 + ǫ]

> η. (12)

As a result

P [|G| ≤ γ0 + ǫ] = η1,



where 0 ≤ η < η1 ≤ 1. It follows from (3) that

1− η

≤ P [P [K 6= L|G] ≤ α]

= P [|G| ≤ γ0 + ǫ]P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| ≤ γ0 + ǫ
]

+ P [|G| > γ0 + ǫ]P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| > γ0 + ǫ
]

= η1 P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| ≤ γ0 + ǫ
]

+ (1− η1) P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| > γ0 + ǫ
]

≤ P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| ≤ γ0 + ǫ
]

+ (1− η1)

< P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| ≤ γ0 + ǫ
]

+ (1− η),

where we used that 1− η1 < 1− η. This means that

P
[

P
[

K 6= L
∣

∣ G
]

≤ α
∣

∣ |G| ≤ γ0 + ǫ
]

> 0.

In addition, since η1 > 0, it follows that

P
[

P
[

K 6= L
∣

∣ G
]

≤ α, |G| ≤ γ0 + ǫ
]

> 0.

It follows that

P [Ω1] > 0.

Next, we define G̃ to be a random variable, independent of

Xn,Y n and ξn, with alphabet Ω1 such that for every Borel

set A ⊆ C, it holds that

P

[

G̃ ∈ A
]

= P [G ∈ A|G ∈ Ω1] .

We fix the CR generation protocol and change the state dis-

tribution of the slow fading channel. We obtain the following

new channel:

Z̃i = G̃Ti + ξi i = 1 . . . n,

where Z̃n is the new output sequence. We further define L̃
such that

L̃ = Ψ(Y n, Z̃n).

Clearly, it holds that

P

[

K 6= L̃|G̃ = g
]

≤ α ∀g ∈ Ω1, (13)

and that

log(1 +
|g|2P

σ2
) ≤ log(1 +

(γ0 + ǫ)2P

σ2
) ∀g ∈ Ω1. (14)

Furthermore, since ξi ∼ NC(0, σ
2), i = 1 . . . n, it follows from

(1) that for i = 1 . . . n,

I(Ti, Z̃i|G̃ = g) ≤ log(1 +
|g|2P

σ2
) ∀ g ∈ Ω1. (15)

We have:

H(K|Y n) = H(K|G̃, Y n)

= H(K|G̃, Y n, Z̃n) + I(K; Z̃n|G̃, Y n),

where we used that G̃ is independent of (K,Y n). On the one

hand, we have:

H
(

K|Z̃n, G̃, Y n
) (a)

≤ H
(

K|L̃, G̃
)

(b)

≤ E

[

1 + log |K|P[K 6= L̃|G̃]
]

= 1 + log |K|E
[

P [K 6= L̃|G̃]
]

(c)

≤ 1 + α log |K|
(d)

≤ 1 + α cn,

where (a) follows from L̃ = Ψ(Y n, Z̃n), (b) follows from

Fano’s Inequality, (c) follows from (13) and (d) follows from

log |K| ≤ cn in (4).

On the other hand, we have:

I(K; Z̃n|G̃, Y n) ≤ I(XnK; Z̃n|G̃, Y n)

(a)

≤ I(T n; Z̃n|G̃, Y n)

= h(Z̃n|G̃, Y n)− h(Z̃n|T n, G̃, Y n)

(b)
= h(Z̃n|G̃, Y n)− h(Z̃n|G̃, T n)

(c)

≤ h(Z̃n|G̃)− h(Z̃n|G̃, T n)

= I(T n; Z̃n|G̃)

(d)
=

n
∑

i=1

I(Z̃i;T
n|G̃, Z̃i−1)

=

n
∑

i=1

h(Z̃i|G̃, Z̃i−1)− h(Z̃i|G̃, T n, Z̃i−1)

(e)
=

n
∑

i=1

h(Z̃i|G̃, Z̃i−1)− h(Z̃i|G̃, Ti)

(f)

≤
n
∑

i=1

h(Z̃i|G̃)− h(Z̃i|G̃, Ti)

=
n
∑

i=1

I(Ti; Z̃i|G̃)

(g)

≤ nE

[

log(1 +
|G̃|2P

σ2
)

]

(h)

≤ n log(1 +
(γ0 + ǫ)2P

σ2
)

(i)
= n(Cη(P ) + ǫ′),

with ǫ′ being arbitrarily small, where (a) follows from the Data

Processing Inequality because Y n ◦− XnK ◦− G̃T n ◦− Z̃n

forms a Markov chain, (b) follows because Y n ◦− XnK ◦−
G̃T n ◦− Z̃n forms a Markov chain, (c)(f) follow because

conditioning does not increase entropy, (d) follows from

the chain rule for mutual information, (e) follows because

T1 . . . Ti−1Ti+1 . . . TnZ̃
i−1 ◦− G̃Ti ◦− Z̃i forms a Markov

chain, (g) follows from (15) and (h) follows from (14) and



(i) follows from Theorem 1 using that ǫ is arbitrarily small.

This proves that for 0 ≤ η < 1

H(K|Y n)

n
≤ Cη(P ) + α′(n), (16)

where α′(n) = 1
n
+ αc+ ǫ′ > 0.

From (11) and (16), we deduce that for 0 ≤ η < 1

I(U ;XJ)− I(U ;YJ ) ≤ Cη(P ) + α′(n),

where U ◦− XJ ◦− YJ .
Since the joint distribution of XJ and YJ is equal to PXY ,
H(K)

n
is upper-bounded by I(U ;X) subject to I(U ;X) −

I(U ;Y ) ≤ Cη(P ) + α′(n) with U satisfying U ◦− X ◦− Y .

As a result, for α′(n) > 0, it holds that

H(K)

n
≤ max

U
U ◦−X ◦−Y

I(U ;X)−I(U ;Y )≤Cη(P )+α′(n)

I(U ;X).

Here, lim
n→∞

α′(n) can be made arbitrarily small. This completes

the converse proof.

B. Direct Proof

We extend the coding scheme provided in [14] to slow

fading channels. By continuity, it suffices to show that

C′
η,CR(P ) = max

U
U ◦−X ◦−Y

I(U ;X)−I(U ;Y )≤C′

I(U ;X)

is an achievable η-outage CR rate for every C′ < Cη(P ). Let

U be a random variable satisfying I(U ;X)− I(U ;Y ) ≤ C′.

We are going to show that H = I(U ;X) is an achievable

η-outage CR rate. Without loss of generality, assume that the

distribution of U is a possible type for block length n. Let

N1 = exp (n[I(U ;X)− I(U ;Y ) + 3δ])

N2 = exp (n[I(U ;Y )− 2δ]) .

For each pair (i, j) with 1 ≤ i ≤ N1 and 1 ≤ j ≤ N2,

we define a random sequence Ui,j ∈ Un of type PU . Each

realization ui,j of Ui,j is known to both terminals. This

means that N1 codebooks Ci, 1 ≤ i ≤ N1, are known to

both terminals, where each codebook contains N2 sequences

ui,j , j = 1 . . .N2.

It holds for every X-typical x that

P[∃(i, j) s.t Uij ∈ T n
U|X (x) |Xn = x] ≥ 1−exp(− exp(nc′)),

for a suitable c′ > 0, as in the proof of Theorem 4.1 of [14].

For K(x), we choose a sequence uij jointly typical with x

(either one if there are several). Let f(x) = i if K(x) ∈ Ci.

If no such ui,j exists, then f(x) = N1 + 1 and K(x) is

set to a constant sequence u0 different from all the uijs and

known to both terminals. Since C′ < Cη(P ), we choose δ to

be sufficently small such that

log‖f‖

n
=

log(N1 + 1)

n
≤ Cη(P )− δ′, (17)

for some δ′ > 0, where ‖f‖ refers to the cardinality of the set

of messages {i⋆ = f(x)}. This is the same notation used in

[27]. The message i⋆ = f(x), with i⋆ ∈ {1, . . . , N1 + 1}, is

encoded to a sequence t using a code sequence (Γ⋆
n)

∞
n=1 with

rate
log|Γ⋆

n
|

n
= log‖f‖

n
satisfying (17) and with error probability

e(Γ⋆
n, G) satisfying:

P [e(Γ⋆
n, G) ≤ θ] ≥ 1− η, (18)

where θ is sufficiently small for sufficiently large n. From the

definition of the η-outage capacity, we know that such a code

sequence exists. The sequence t is sent over the slow fading

channel. Let z be the channel output sequence. Terminal

B decodes the message ĩ⋆ from the knowledge of z. Let

L(y, ĩ⋆) = uĩ⋆,j if uĩ⋆,j and y are UY-typical . If there is

no such uĩ⋆,j or there are several, L is set equal to u0 (since

K and L must have the same alphabet). Now, we are going

to show that the requirements in (3) (4) and (5) are satisfied.

Clearly, (4) is satisfied for c = 2(H(X) + 1), n sufficiently

large:

|K| = N1N2 + 1

= exp(n [I(U ;X) + δ]) + 1

≤ exp(2n [H(X) + 1]).

We define next for a fixed ui,j the set

Ω = {x ∈ Xn s.t. (x,ui,j) jointly typical}.

As shown in [14], it holds that

P[K = ui,j ]

=
∑

x∈Ω

P[K = ui,j |X
n = x]Pn

X(x)

+
∑

x∈Ωc

P[K = ui,j |X
n = x]Pn

X(x)

(i)
=

∑

x∈Ω

P[K = ui,j |X
n = x]Pn

X(x)

≤
∑

x∈Ω

Pn
X(x)

= Pn
X({x : (x,ui,j) jointly typical})

= exp (−nI(U ;X) + o(n)) ,

where (i) follows because for (x,ui,j) being not jointly

typical, we have P[K = ui,j |Xn = x] = 0.
This yields

H(K) ≥ nI(U ;X) + o(n)

= nH + o(n).

Thus, (5) is satisfied. Now, it remains to prove that (3) is

satisfied. Let M = U11 . . .UN1N2
. We define the following

two sets which depend on M :

S1(M) = {(x,y) : (K(x),x,y) ∈ T n
UXY }

and

S2(M) = {(x,y) : (x,y) ∈ S1(M) s.t. ∃ Uiℓ 6= Uij = K(x)

jointly typical with y (with the same first index i)}.



It is proved in [14] that

EM [Pn
XY (S

c
1(M)) + Pn

XY (S2(M))] ≤ β, (19)

where β is exponentially small for sufficiently large n.

Remark 3. Pn
XY (S

c
1(M)) and Pn

XY (S2(M)) are here random

variables depending on M .

We choose a realization m = u11 . . .uN1N2
satisfying:

Pn
XY (S

c
1(m)) + Pn

XY (S2(m)) ≤ β.

From (19), we know that such a realization exists. Now, we

define the following event:

Dm = “K(Xn) is equal to none of the ui,js”.

We further define I⋆ = f(Xn) to be the random variable

modeling the message encoded by Terminal A and Ĩ⋆ to be the

random variable modeling the message decoded by Terminal

B. We have:

P[K 6= L|G] = P[K 6= L|G, I⋆ = Ĩ⋆]P[I⋆ = Ĩ⋆|G]

+ P[K 6= L|G, I⋆ 6= Ĩ⋆]P[I⋆ 6= Ĩ⋆|G]

≤ P[K 6= L|G, I⋆ = Ĩ⋆] + P[I⋆ 6= Ĩ⋆|G].

Here:

P[K 6= L|G, I⋆ = Ĩ⋆]

= P[K 6= L|G, I⋆ = Ĩ⋆,Dm]P[Dm|G, I⋆ = Ĩ⋆]

+ P[K 6= L|G, I⋆ = Ĩ⋆,Dc
m
]P[Dc

m
|G, I⋆ = Ĩ⋆]

(i)
= P[K 6= L|G, I⋆ = Ĩ⋆,Dc

m
]P[Dc

m
|G, I⋆ = Ĩ⋆]

≤ P[K 6= L|G, I⋆ = Ĩ⋆,Dc
m
],

where (i) follows from P[K 6= L|G, I⋆ = Ĩ⋆,Dm] = 0, since

conditioned on G, I⋆ = Ĩ⋆ and Dm, we know that K and L
are both equal to u0. It follows that

P[K 6= L|G]

≤ P[K 6= L|G, I⋆ = Ĩ⋆,Dc
m] + P[I⋆ 6= Ĩ⋆|G]

≤ Pn
XY (Sc

1(m) ∪ S2(m)) + P[I⋆ 6= Ĩ⋆|G]

(a)

≤ Pn
XY (S

c
1(m)) + Pn

XY (S2(m)) + P[I⋆ 6= Ĩ⋆|G]

≤ β + P[I⋆ 6= Ĩ⋆|G],

where (a) follows from the union bound.

From (18), we know that

P

[

P

[

I⋆ 6= Ĩ⋆|G
]

≤ θ
]

≥ 1− η.

We have:

P

[

I⋆ 6= Ĩ⋆|G
]

≤ θ =⇒ P[K 6= L|G] ≤ β + θ.

By choosing α = β + θ, we have:

P

[

I⋆ 6= Ĩ⋆|G
]

≤ θ =⇒ P[K 6= L|G] ≤ α.

Thus:

P [P[K 6= L|G] ≤ α] ≥ P

[

P

[

I⋆ 6= Ĩ⋆|G
]

≤ θ
]

≥ 1− η.

Here, α is arbitrarily small for sufficiently large n. This

completes the direct proof.

V. CONCLUSION

In this paper, we have examined the problem of common

randomness generation over slow fading channels for their

practical relevance in many situations in wireless communica-

tions. The generated CR can be exploited in the identification

scheme to improve the performance gain. We established a

single-letter characterization of the outage CR capacity over

slow fading channels with AWGN and with arbitrary state

distribution using our characterization of its corresponding

channel outage capacity. As a future work, it would be

interesting to study the problem of CR generation over single-

user MIMO slow fading channels since it is known that, com-

pared to SISO systems, point-to-point MIMO communication

systems offer higher rates, more reliability and resistance to

interference. Future research might also focus on studying the

problem of CR generation over fast fading channels.
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