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CASA
Cyber Security in the Age of Large-Scale Adversaries

Outstanding scientists within the Cluster of Excellence “CASA - Cyber 
Security in the Age of Large-Scale Adversaries” research and develop 
strong and sustainable countermeasures against powerful cyber 
attackers, with a particular focus on nation-state attackers. Research 
in CASA is characterized by a highly interdisciplinary approach that 
examines not only technical issues, but also the interplay between 
human behavior and IT security. This unique, holistic approach forms 
the basis for excellent IT security research.

CASA unites four main research areas:

HUB A “Future Cryptography”: Researching future cryptography and 
developing quantum-resistant approaches with provable security.

HUB B “Embedded Security”: Tackling the task of strengthening the 
security of embedded systems at the hardware level by investigating 
the interaction of security systems with their physical environment.

HUB C “Secure Systems”: Developing secure and efficient systems at 
the software level. Machine Learning is one of the many methods used 
to explore and expand this field.

HUB D “Usability”: Focusing on usable security and privacy and 
researching the interface between humans and technology.

Each HUB addresses specific major research challenges that have 
been carefully selected to address security issues critical to the 
protection against large-scale attackers. The challenges of HUB C are:

Research Challenge 7: Building Secure Systems
Research Challenge 8: Security With Untrusted Components
Research Challenge 9: Intelligent Security Systems



3

It might not be easy to believe, but the calm 
and beautiful hills of the CASA Universe are 
located in the world that we know. A world 
that faces more and more challenges as 
the rabbit squad – like everyone else – is  
becoming increasingly digitalized…

Brave bunny Betty decides that she wants to find out what is really happening there. She wants 
to acquire more knowledge so that what happened to Mark wouldn’t happen to her and the rest 
of the herd. They urgently need their winter supply.

Right in the heart of these hills you can find 
HUB C, a part of the CASA Universe. No-
body really knows what’s happening there. 
Some say they are working on novel secure 
systems, others say they want to make older 
ones resilient. Everyone seems to agree that 
they are working on some hot stuff.

yo, Betty! did you hear that 
Mark’s winter supply vault 
was hacked even though it  

was digitally locked? 

Well, I am going to check it 
out. It is about time that  
I know what’s going on in 

 my backyard.

But did you realize  
that you live right  

outside a place where 
scientists are working 
on solutions for such 

challenges?

Oh, the world is changing...  
Still, nothing you can do.

To be honest, it doesn’t 
sound like you know 

anything about it either.
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WELCOME TO RESEARCH HUB C

Challenge 8

Challenge 7

Let’s start  
our tour!
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CHALLENGE 7 
Building Secure Systems
How can we build safe and secure 
systems by design? From scratch and 
more trustworthy than ever before. 

CHALLENGE 8
Security With Untrusted Components 
How can we make and keep systems 
reliable and robust even when using 
older hard- and software?

CHALLENGE 9 
Intelligent Security Systems
Security is a process, not a state. How 
can we stay ahead of potential attacks 
and be resilient even when unforeseen 
things happen? 

CASA BACKGROUND
CASA stands for ‘Cyber Security in the 
Age of Large-Scale Adversaries’ and 
is funded as a Cluster of Excellence 
(EXC) within the Excellence Strategy  
of the DFG in Germany. Its goal is  
to enable sustainable security against 
sophisticated large-scale attacks. 
Therefore, an interdisciplinary team 
explores not only technical, but also 
social factors and implications. The 
Cluster of Excellence is located at 
Ruhr University Bochum.

Content

Challenge 9

https://casa.rub.de

https://casa.rub.de
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Wow. This is starting 
off pretty unique. 

Where am I?

Hi chap! 
Can I
help 
you?

Well, here we go. 
The first of the three 

HUB C challenges.

And what are these creatures confined 
within the containers? Some of them remind 
me of space invaders, but somehow perplexed. 

Ha, I know they can look kind of creepy, 
sorry! You are looking at one piece of our 

attacks collection! We are using  
them to work out how to build secure  

systems from scratch.

Huh. Actually yes. What 
in carrots name is this?

CHALLENGE 7 
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That’s true and 
and exactly the 
reason why I’m 

here. 

I really thought
we were much 
further along… 

I am Betty, nice to meet you!

despite many 
years of intensive 

research and 
development  
on secure 

computer systems, 
the number of 

successful attacks 
continues to 

increase every year. 
Another issue is  

that the practical, 
robust implementa­
tion of such complex 
software systems 

remains little 
understood, if 

understood at all.

Unfortunately, we still have a long way to go. Within CASA, we 
investigate how secure programming paradigms and fundamental 

changes to a system’s underlying execution platform can be used to 
actually build secure and dependable systems from the ground up. The 
main research question we try to solve is: How can we build safe and 

secure systems by design? Oh, I am Annie, by the way! 
 I’m An Assistant Professor for computer science.
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An Application Programming  
Interface (or API) is an interface that 
allows two programs to communicate 
with each other in a standardized 
manner. This transfer of data and 
commands is structured according  
to a defined syntax.

A program executed by a computer 
consists of only two different charac-
ters – the 0 and the 1 – which is why 
it is called a binary program. A Com-
piler is a program that translates the 
source code written in a high-level 
programming language (such as C/
C++) into the machine-readable binary 
language. The result is “executable 
code” which the computer can then 
interpret and execute.

A Central Processing Unit (CPU), 
often called a processor, is the 
central unit within a computer. The 
processor coordinates everything 
and performs arithmetic and logi-
cal operations to process data from 
internal or external sources, such as 
the main memory. There are CPUs 
from different vendors, such as Intel, 
AMD, or ARM.

In practice, we observe many  
successful attacks against various 
targets, such as the German Bun-
destag, large companies, or political 
activists. A recent example is the 
Pegasus spyware, which can be 
secretly installed on mobile phones 
by exploiting a security vulnerability. 
Among other dangerous activities,  
Pegasus is able to read text messag-
es, track calls, and steal private infor-
mation from a compromised phone.

CASA WIKI
We have three main goals 
here at Challenge 7. We 
design secure application 

programming interfaces SO 
programmers can develop more 

secure systems and they  
do not need to worry about 

security.

Second: We develop new 
compiler extensions. These 
allow defenses to be built 
directly into a program 

when the high-level source 
code is translated to 
 a binary program.

Furthermore, we revisit the 
fundamental building blocks of the 
modern Web to enable the creation 

of sophisticated applications 
that offer robust and reliable 

security guarantees.

I see You harden the 
basis all our apps  
and software are 

running on.
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That door looks very secure.

You have got a training arena?!

Well, that’s the least we can
do to protect our information.

...Unfortunately, advanced attacks 
are still able to bypass these 
defenses and the arms race is 

 not over (yet). 

Oooh,  
they are
 so cute!

Within CASA, we investigate how the next generation  
of software systems can be designed so that they 
 can withstand even the most advanced attacks.

Yep. Here we test the methods 
we have developed to increase 
memory safety... The challenge 
is for the reading and writing 
of memory to remain protected 

from software bugs during  
any possible access. The 

problem of securing protected 
information within unsafe 
programming languages and 
complex applications remains 
largely unresolved. In the 
past, many different types 

of defenses were proposed to 
mitigate these issues, some of 
which have even been widely 

adopted in practice... 
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We have high hopes for what is 
called memory tagging. It will 

be available within the next few 
years in ARM Processors as a 

hardware-assisted implementation. 
However, this still leaves the 

majority of desktop and server 
systems running on unprotected 

intel processors. While software-
only memory tagging would be 

immediately available for millions 
of devices, there are some major 
hurdles to overcome; software 
incompatibility and especially 

performance degradation. 

Yeah, it looks like they are 
not actually ready for a 
tough competition yet…

MEMORY TAGGING Memory Tagging is a promising 
new mitigation technology. The 
general idea of memory tagging  
is to separate the memory space 
of a program into different areas 
and then closely track which part 
of the program can access and 
modify which part of the memory 
space. You can think of it like  
this: The memory space is divided  
into different areas, which are  
marked with different colors.  
During operations on these 
memory areas, the color is then 
passed on accordingly – you  
can observe at runtime how 
instructions affect the memory. 
Such precise observation  
can stop many different kinds of 
software-based attacks in a 
generic way.
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In our xTag project, we 
demonstrate a memory tagging 

method that is compatible  
with legacy software, while  

only inducing a small  
performance degradation.

Based on xTag, we developed a novel mitigation 
mechanism that makes it extremely difficult 

for an attacker to be able to exploit  
very common software vulnerabilities.

So, now I would recommend you to have a look 
at the other research areas. If you follow this 
hallway and Go through the next door, you will 

get to Challenge 8. please also take this as a little 
gift: You might need it to keep a clear field of 
vision in the wild waters of Computer Security.

Well, I’m happy that the CASA 
people try everything they  
can to make systems secure. 
Both the old ones as well as  
the upcoming ones. Let’s see  
how they are currently  

trying to protect existing 
systems against attacks.

Thank you! I’m sure it will help 
me to keep all the things I learned 

from you in my little rabbit’s 
brain. I will tag them as 

 very important.

See you 
soon, 

hehehE!
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Every day, we work with complex 
software systems that have been 
developed over the past decades:
Such so-called legacy systems…..

….. On the other hand, we 
design methods to harden 
the underlying execution 
environment of a system 

to make it resilient 
against different types

of (software-based)
attacks... 

...On the one hand, We are exploring new security 
testing methods that can proactively detect 

vulnerabilities at scale before attackers can do so... 

...were often designed without 
considering security aspects and 

are vulnerable to attacks... 

CHALLENGE 8
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Wow, it’s really busy. People 
seem to be interested in 

your work.. What’s happening 
over there?

This is Ella presenting fuzzing – the project I was 
planning on showing you. Let’s get closer, so we  

can hear what she is saying. 

...And We will develop 
secure and non-disruptive 

methods for runtime 
patching. Thank you for 

you attention! Now please 
enjoy our open house, get 
in touch with our staff 

and remember: always stay 
curious!

I was wondering if 
you could explain 
to me one of the 

key aspects you are 
working on. Right 

now, everything’s a 
bit fuzzy to me.

No Worries! I’m 
Phil and and I’m 

PhD student here. 
And yes, there is 

something on my mind 
that represents  

this research area 
 quite well.

Hi, sorry.  
Do you  

work here? 

Yes
I’m Betty. Sounds brilliant! Off we go!

Ah, right, open House! Perfect to catch a  
glimpse of what they are doing in here. Sometimes 

it’s kinda hard to wrap my head around all  
the technical stuff.
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Fuzzing is an 
automated technique 

for software 
testing. In thetest  

environment, a 
program is repeatedly 
fed random input data.

Oh boy! I can relate 
to that very well!

That reminds me of the  
infinite ”monkey theorem”.  

Have you heard of it?

This can lead to situations in 
which the program does not 

know how to react to the input, 
the program can then crash 

unintentionally.

Of course, we do not use 
purely random inputs,  

but rather develop clever 
methods to mutate the 
inputs with the goal of 

triggering a software crash. 
This is called fuzz testing – 

or fuzzing for short.

This reveals a vulnerability – for example,  
a so-called buffer overflow – that an attacker 

can potentially exploit. 
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We use a similar approach here, however 
we’re faced with the challenge how to most 
efficiently implement our fuzzing methods.  
we want to execute the tests hundreds or 
even thousands of times per second. This 

allows us to efficiently test how a program 
responds to random input.

To be or not
to be: That is 
the question!

With fuzzing we have 
been quite successful in 
automatically detecting 

vulnerabilities in 
different operating 

systems, web browsers  
and software libraries.

Ha, ha, my second 
cousin is an 

American Fuzzy
Lop too, as it is also 

a rabbit breed.

Yes, actually it is. And here’s the lab. 

Is this by any chance 
 your PhD topic or how  

else do you know so  
much about it?

 “The theorem states that a 
monkey that randomly hits 
keys on a keyboard for an 
infinite amount of time will 
type any given text, like the 
complete works of William 
Shakespeare. In fact, the 
monkey would type every 
possible finite text an  
infinite number of times.”  
By the way: rabbits could  
do the same.

Buffer Overflows are among 
the most common security 
vulnerabilities in software.  
Other important attack vectors 
are the so-called use-after-
free vulnerabilities. An attack-
er can take advantage of such 
vulnerabilities to hijack the 
control flow and then execute 
arbitrary code. 

AFL (American Fuzzy Lop) is 
a well-known fuzzing tool and 
is available under an open-
source license. The tool has 
helped to detect hundreds of 
software bugs in dozens of 
major software projects.

CASA WIKI
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Our goal is to dig deeper into a 
program’s functionality to find 
vulnerabilities that are difficult 

to locate. 

It’s important to know about such 
security vulnerabilitiess. Without that 

knowledge, it’s fairly impossible to 
develop proper defenses…

It is unrealistic to fix security issues manually. 
We need automated methods to locate the root 

cause of a vulnerability and then develop a 
software patch. 

We develop methods to replace code in an automated way. The new code will contain 
several checks to prevent the bug from turning into an exploitable condition.

Wow, there are 
secret backdoors 
to discover here!

Caught one! Wow, this onE
was challenging to find!

One focus of our work is the detection 
of logical vulnerabilities that represent 

(often subtle) programming mistakes. This 
can be, for example, a missing security 

check in a certain situation!
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You’re right! my colleagues are 
also using up to date machine 
learning to tackle the problem 

from another perspective. Just go 
ahead and ask for Mae.

I Hope you enjoyed this look 
behind the scenes. Here’s a 
little tool for you to stay 

ahead of the attackers.

That’s kind! It’s scary to 
hear about all of these 

problems. But it’s good to see 
that we are not helpless. 

 It is well known 
that mutations 
are part of 

everyday life in 
biological systems. 
But THEY ARE also 
part of computer 
security research. 

I hope it 
mutates 

into greater 
security!

One of the main challenges 
we need to deal with is how to 
efficiently mutate the input data 
such that we can provoke an 
unexpected system behavior. 

As a Mutation, we can slight-
ly change the input data (e.g., 
change a O to a 1, add random 
characters to the end of the 
input, or cut out some charac-
ters in the middle). We study 
different types of mutations and 
observe how efficiently they 
trigger unexpected behaviors 
in different types of programs. 
This helps us to identify the 
vulnerabilities of systems, 
because an attacker can often 
exploit unexpected behavior. 
Ultimately, this helps us to fix 
the problems.

MUTATIONS
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Fulfill everyday tasks, for 
example, translating a text 
from one language to another. 

Learn how my algorithms  
can themselves be made 
more robust against attacks.

Learn patterns and correla-
tions from data, and con
tinue to improve without 
being explicitly programmed.

Sure, Mae. I am M.L, a branch of artificial
intelligence. I love my occupation here, where I can do 
what I love all day: learn! Everything! My methods have 
been successfully used in many areas, and I am excited 

to see what the future holds for me.

Puh, that’s a 
tough one. 

she said ”Hello”.

Cooooome ooon, 
Ten more punches!

HAllo!

M.L. and his DAILY ROUTINE

In our department, we explore how machine learning, or ML for short, 
can be used to build intelligent security systems that can adapt to novel 
threats and attack vectors. We also aim to improve the explainability and 
transparency of ML algorithms so that humans can better understand 

and use them in practice. And there he is, M.L., one of our most important 
employees. Why don’t you also say a few words?

CHALLENGE 9 
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Develop intelligent 
security systems that can 
keep pace with the 
evolution of attacks.
 
The resulting intelligent 
systems will be able to: 
(a) detect and analyze 
novel threats with little 
human interaction, 
(b) provide correct results 
even in the face of attacks, 
(c) provide explanations 
for ML decisions to create 
transparency and fairness.

Study novel
methods for 
building robust 
and resilient ML 
algorithms.

Investigate how  
large-scale data 
analysis and a close 
intertwining of ML 
and security can help 
us to build intelligent 
security systems. 

we investigate how to make such methods more robust so that  
an attacker cannot bypass or fool them. We focus on deep  
neural networks, because this method is very promising and 

has enabled many breakthroughs in recent years.

Let me show you around a bit...

Found a breach!

Actually, lots of my skills 
are based on these.

In our Department we 
follow three main goals:
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Deep Neural Networks Infographic

Deep Learning (DL) is a spe-
cialized information process-
ing method and a subfield 
of Machine Learning. Deep 
Learning uses so called neural 
networks to analyze large 
data sets. The functioning of  
Neural Networks is in many 
ways inspired by the biologi-
cal neural network of the  
human brain. Neural networks 
consist of many layers of 
linear and nonlinear proces- 
sing units, the “artificial 
neurons”. This is where the 
term “deep” comes from: 
the more neurons and layers 
that a neural network can  
be comprised of, the higher 
the complexity of the prob-
lems that it can represent.

An Algorithm is a specific 
set of instructions for solving 
a given problem, similar to a 
cooking recipe that describes 
each step of preparing a meal.

Psychoacoustics studies 
the relationship between 
physical sounds and the  
human perception of sound  
as an auditory event.

An important application of 
this field is the compression  
of audio signals to MP3 files;  
removing audio signals  
that the human ear cannot  
perceive anyway.

It may all bE
based on the 

human brain, but 
I am certainly 
at least as 
intelligent.

CASA WIKI



20 21

SPEECH RECOGNITION SYSTEMS

Artificial Intelligence and
Machine Learning methods have
already transformed many areas
of our modern lives, for example,
in areas such as automated text 
translation, speech recognition,
or video games where algorithms
compete against human players.

Deep Blue, a chess computer developed by  
IBM, was able to beat Garri Kasparow, the  
world champion in chess, in 1996.

In 2016, AlphaGo, a computer program 
developed by Google DeepMind, beat 
the world champion Lee Sedol in Go. 

ML methods 
outperform
humans in
many areas.

Let’s have a look..

Today, ML methods even 
regularly beat human 
players in real-time 

strategy games
such as StarCraft 2.

As already mentioned – Computer Systems are exposed to attacks.  
We research extensively, for example, Speech Recognition Systems and how 
they can be manipulated. But let’s first have a look at how they work. 

Does that mean 
I will never be
a champion?

Would you 
like some
advice?

By the way: 
I am still M.L. –
I just have a
variety of 

manifestations.

WHAT?!?

Automated Speech Recognition  
Systems help us more often than we 
think. Controlling devices by voice, 
for example, is a great advancement 
for people with disabilities.



22

Actually, now I remember something that 
happened to me a while ago...

SURE!

oh, oh!

Can you play with me and get me a doll house?

I love you
so much!

Days 
 Later...

What happened here, honey? Who 
ordered a doll house and cookies?

Obviously, she is not 
the only person whose 
SMART SPEAKER reacted 

to the TV…

I’ve learned
my lesson!

HA, hA!

OKAY!

REAL LIFE 
STORY

AND THAT’S HOW A CUTE CONVERSATION BETWEEN
A GIRL FROM TEXAS AND A SPEECH RECOGNITION SYSTEM
ENDED IN THE ORDERING OF AN expensive DOLL HOUSE

AND FOUR POUNDS OF COOKIES!
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Within CASA, we focus on audio 
adversarial examples: we want 
to create an audio signal that 

a human understands as a 
certain sentence ‘A’ while a 

machine recognizes a completely 
different sentence ‘B’. 

Our attack can be successfully 
played through the air from a 
loudspeaker to a microphone.

OK...if you say so:
Command ”Open all
doors” executed!

Oh, No! AlsO
 the dooR to 
my carrot 
stash?!

An Adversarial Example is a 
specially manipulated input to a 
deep neural network that inten-
tionally causes it to misclassify. 
The manipulation is done in such 
a way that a human cannot no-
tice it or does not recognize any 
discrepancy. For example, for a 
neural network trained in speech 
recognition, the input audio might 
be slightly altered. These chang-
es can be inaudible to humans, 
but still lead to a misinterpreta-
tion by the network.

CASA WIKI
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But don’t fear! We are 
also able to develop novel 

mechanisms to defend against 
audio adversarial examples.

Hey, there is M.L. again! He is very diligent.

By applying the principles of psychoacoustics, we can remove 
semantically irrelevant information from the audio input of the 

speech recognition system. Based on this insight, we can build a system 
that resembles human perception more closely. Attacks against this 

system are still possible, but they are clearly perceivable by a human 
– we force an attacker to reveal that an attack is ongoing.
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Interested in seeing another special
project we are working on at CASA?

Yes, sure! The more
I know the safer my 
carrotts will be!

Wow... wait, WHAT?!? That never 
happened! I promise. Oh dear, 

will I ever be able to go home 
again?

I am such an artist! I get 
better and better by copying.

Ha, ha! 
Welcome to the world 

of deepfakes.
Remember we talked 
about deep neural 
networks? These 

deepfakes were made 
possible by Generative 
Adversarial Networks.

How does it work?
Deep neural networks can  
generate images and other 
kinds of media like audio or 
even poetry that are astonish-
ingly realistic. So much that  
it is often hard for humans 
to distinguish them from  
real content such as actual  
photos or text. Deepfakes  
are a potential threat to our 
digital society. Just think of 
financial fraud or a loss in the 
credibility of news sources.

The generator creates 
candidates. Its goal  
is to learn to produce 
results that can fool 
the discriminator. 

The discriminator eval-
uates the generator’s 
output. It is trained to 
distinguish the results 
from the real data given 
to him in advance.

Generative Adversarial Networks (GANs) are a special type of deep learning systems. GANs  
consist of two deep neural networks that interact with each other in a simulated game. By  
performing a large number of rounds, the generator learns over time to produce very realistic 
content like images or videos. 
 

GENERATIVE ADVERSARIAL NETWORKS
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Soon you will not be able to 
reliably distinguish between 

fake and real content!

The Queen’s facial expressions 
and especially her lip 

movements were artificially 
created, while the rest was 
performed by an actress.

My husband and I
love to netflix

and chill...

Uh..… creepy! If they can do that 
with the queeN... what about  
me and my fellow rabbits?

Do you think you can tell fake images 
from real ones? Test yourself and 
 learn more ABOUT how to spot the  

tiny differences. 

I really
almost

can’t tell a
difference…

That’s why, as part of our 
research, we investigate how 

deepfakes can be detected. And 
how machine learning can  

help us to do so.

REAL LIFE STORY
 

In December 2020, UK based 
Channel 4 released an alterna-
tive Queen’s Christmas video, 
created using deepfake  
techniques. Deepfakes of  
voices can enable fraudsters 
to commit crimes. They 
can use an artificially 
imitated voice to present 
victims with the identity 
of a trusted person.  
The victim may then  
take actions for the 
fraudster’s benefit.  
Such attacks have been 
successfully carried  
out several times in  
recent years.

whichfaceisreal.com

https://www.whichfaceisreal.com/index.php
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Here you go, the new pattern we
extracted from the GAN’ss network.

Our technique is based on the insight that 
GAN-generated images exhibit particular 

frequential features and characteristics that 
can be easily identified. Our comprehensive 

analysis shows that regardless of the 
network architectures, data sets, or 

resolutions used, the same results are achieved.

Hey! You! Hands up!
Don’t even try
to shift a bit.

oh, no!

Now we can catch them!

Within CASA, we have de-
veloped a novel technique to 
reliably detect deepfakes. 
We have shown that we can 
take advantage of a structural 
and fundamental problem in 
the way images are generated 
via GANs. We hope that such 
techniques can reliably identify 
deepfakes – now and in future.

DefenSes in Operation

So, I think you got a 
good overview on our 
work on intelligent 
security systems. 
Take this specially 
programmed torch. 
 It will help you  

to distinguish true 
from fake. 

Wow! I have always 
dreamed of such a tool. 
After all you’ve told me, 

I am glad to finally
have one. Thank you!

Thank YOU for coming and 
being so intrigued. Good luck!
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So, here is 
the exit! It 
was really 
special for 
me to see 
our HUB 

through your 
eyes! It’s 

important for 
us to leave 
our rabbit 

hole now and 
then!

Thanks, Mae, this was  
a real deep dive for  

me – and so much fun 
as well!

I should have 
come here much 
earlier! Maybe I 

should think about 
studying again!?

Girl,
 I just changed 
my password to 

carrot123 – isn’t 
that enough?

Oh dear, we have a 
lot of work to do! 

Hey Peeps! Wanna know something interesting 
about security?! I finally found out what they 
are doing in that CASA-building. I got some cool 
tools to help detect security threats earlier 
and protect us. This will make it harder for 
the foxes to steal anything from us and...

I can’t wait to 
protect my carrot 
stack and tell the 
others how to make 
their digital devices 
more secure. It’s 
not complicated at 
all, once you learn 
about it. So let’s 

get started! 
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I Need to tell all 
the others...
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The concepts and methods presented in this comic 
were developed by researchers involved in the Cluster of 
Excellence CASA. If you are interested in more details, 
you can find the original publications online. These 
scientific papers explain the results in more detail. For 
many publications we also publish the source code and 
other research artifacts. Please reach out to us, if you 
have questions: info@casa.rub.de

TECHNICAL BACKGROUND 

PUBLICATIONS
•	 Lukas Bernhard, Michael Rodler, Thorsten Holz, and Lucas 

Davi: xTag: Mitigating Use-After-Free Vulnerabilities via 
Software-Based Pointer Tagging on Intel x86-64,  
IEEE European Symposium on Security and Privacy, 2022 

•	 Cornelius Aschermann, Sergej Schumilo, Ali Abbasi, and 
Thorsten Holz: Ijon: Exploring Deep State Spaces via 
Fuzzing, IEEE Symposium on Security and Privacy, 2020

•	 Sergej Schumilo, Cornelius Aschermann, Ali Abbasi,  
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CASA: Cyber Security in the Age of Large-Scale Adversaries 
was established in 2019. It is the only Cluster of Excellence 
in the field of computer security in Germany. CASA is funded 
by a grant from the Deutsche Forschungsgemeinschaft (DFG, 
German Research Foundation) worth about 30 million Euros, 
which ensures excellent research conditions.

CASA brings together a core group of principal investigators, 
chosen with a strong focus on security and privacy, with select-
ed top-level researchers from highly relevant neighboring dis-
ciplines. The team covers the full scope needed to tackle the 
challenging research problems in modern computer security; 
namely computer science, mathematics, electrical engineering, 
and psychology.

CASA is hosted by the Horst Görtz Institute for IT-Security  
(hgi.rub.de/en), a pioneering research center in Germany. 
Furthermore, CASA collaborates strongly with the Max Planck 
Institute for Security and Privacy in Bochum (mpi-sp.org) and 
several other institutes and universities.

What is a “Cluster of Excellence”?
With the funding line “Clusters of Excellence”, internationally 
competitive research centers at universities or university alli-
ances in Germany are provided with project-based funding for 
a period of 7 years. Within the clusters, scientists from differ-
ent disciplines and institutions work together on a research 
project. The funding gives them the opportunity to concentrate 
intensively on their research goal, to train young scientists and 
to recruit international top researchers.

https://casa.rub.de

ABOUT CASA

https://casa.rub.de 
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The world is awash with digital  
security threats; attackers will not  

stop at carrot stashes. Today’s carrot 
stash could be tomorrow’s central bank.

 
Can brave Betty save her fellow 

bunnies? And what role does  
CASA’s Hub C research play in fighting 

this evil? 

Find out more!
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